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FOREWORD

Ms Tulika Pandey

Scientist G and Group Coordinator,
Ministry of Electronics and Information Technology (Meity)

| am pleased to introduce this report on Privacy Engineering Technologies and their role in
ensuring compliance with the Digital Personal Data Protection (DPDP) Act, 2023. Today's digital
landscape demands robust privacy frameworks and technologies to address existing and
emerging challenges in Privacy.

The DPDP Act 2023 emphasizes India's commitment to protecting personal data through
transparency, user consent, and stringent privacy measures. Compliance with this act not only
meets legal requirements but also builds user trust, which is essential for the digital economy's
growth.

Privacy Engineering integrates Privacy into the core design of IT systems and business
practices, allowing organizations to embed data protection throughout the data processing
lifecycle by adopting Privacy by Design principles. This report highlights innovative Privacy
Enhancing Technologies (PETs) like homomorphic encryption and secure multi-party
computation that safeguard data while enabling valuable insights.

In conclusion, integrating Privacy Engineering and adhering to the DPDP Act are vital for
building a secure and trustworthy digital environment. | commend the efforts behind this
report and encourage all stakeholders to engage with its insights to advance privacy
initiatives in India.







FOREWORD

Vinayak Godse

CEO, DSCI

In the evolving digital transformation landscape, privacy stands as both a cornerstone and a
catalyst in the trust relationship between businesses and consumers. As we venture further
into this era of ubiquitous connectivity and data-driven decision-making, safeguarding
personal information has never been more critical. This report, “Privacy Engineering: Way
Ahead,” provides a deep dive into how privacy engineering has evolved, its current state,
opportunities for India, and what the future holds.

Privacy has transformed significantly from a mere afterthought in the early days of computing
to a fundamental human right in today's digital society. The emergence of Privacy Engineering
as a discipline symbolises a proactive shift in how we build systems and manage data. It is no
longer sufficient to apply privacy considerations retroactively; they must be woven into the
fabric of our technological developments from the outset.

At the core of this report is an exploration of Privacy Enhancing Technologies (PETs), which
have risen as instrumental tools in enabling privacy by design. These technologies protect user
data by minimising personal data usage without compromising functionality and enhancing
trust, creating a competitive advantage for businesses prioritising their customers'’ privacy.

The report also discusses the privacy ecosystem in Indiq, featuring unique case studies and
innovative solutions from startups in the PETs segment. Recognising the importance of
collaboration and knowledge sharing in this dynamic field, the National Centre of Excellence
(NCoE) for Cybersecurity Technology Development has successfully conducted two significant
Privacy Engineering Summits in Bangalore and Mumbai. These summits have not only fostered
a deeper understanding of privacy challenges and solutions but have also made the
community of industry leaders and professionals take cognisance of the upcoming startups
working in this domain.

As we look to the future, the trajectory of privacy engineering is promising. The opportunities for
innovation in the field of privacy are boundless, and as we advance, we must leverage these
innovations to foster an environment where privacy and progress are not mutually exclusive
but are complementary forces.

In conclusion, this report is an invitation to all stakeholders—engineers, policymakers, business
leaders, and consumers—to engage in a deeper dialogue about privacy. Together, we can
shape a future where privacy engineering is not just an option but a standard component of
every technology developed and deployed.




- Purpose and Scope of the Report

The primary aim of this report is to delve into the multifaceted domain of Privacy
Engineering, offering a comprehensive overview of the foundational privacy concepts
driving solution development, the innovative technologies at play, and the current
landscape.

It endeavors to analyze how these solutions align with the Digital Personal Data Protection
Act (DPDPA) 2023 stipulations, thereby assessing their efficacy in adhering to
contemporary data protection regulations.

Furthermore, the report aims to forecast the trajectory of privacy engineering, identifying
emerging technologies poised to enhance privacy protection.

By examining the breadth of companies involved in the privacy sector and evaluating the
solutions currently available in the market, this document seeks to provide a holistic
understanding of the state of privacy engineering and its potential to shape the future of
digital privacy.

This report embarks on a detailed exploration of privacy engineering, discussing its
principles, methodologies, and the pivotal role it plays in fostering the development of
privacy-centric digital systems.

It delves into the technologies that enable privacy protection, including but not limited to
encryption, differential privacy, and secure multi-party computation.

The future of privacy engineering is a key focus, with projections on emerging
technologies and methodologies that promise to further the cause of privacy protection.

A market analysis provides an overview of the companies operating within the privacy
space, highlighting the key players, the diversity of solutions offered, and the dynamics of
the current market.

The report concludes with a review of the privacy solutions available in the market today,
assessing their impact, effectiveness, and their role in addressing contemporary privacy
concerns.

Intended for policymakers, privacy professionals, technologists, and businesses, this
report seeks to equip its readers with a deep understanding of the evolving landscape of
privacy engineering, the legal frameworks guiding it, and the technological innovations
that are shaping the future of privacy in the digital realm.
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INTRODUCTION

m Importance of Data Privacy

In today's digital age, the importance of data privacy cannot be overstated. With the rise in
digital adaptation and technology easing daily life, massive amounts of data are being
generated. Often referred to as the new oil, data has immense value in today's digital
economy, driving innovation, decision-making, and growth. However, this valuable resource
has become a prime target for cyberattacks and malicious activities. Organizations and
individuals face growing threats from data breaches, identity theft, and cyber espionage,
necessitating an increased focus on safeguarding information. Ensuring robust data privacy is
crucial, as its misuse can lead to significant financial losses, reputational damage, and privacy
violations.

Globally, 137 out of 194 countries have established their own data privacy regulations, laws, and
bills, highlighting the paramount concern of protecting personal information. The advent of
India's Digital Personal Data Protection Act (DPDPA) 2023 signifies a significant step towards
safeguarding the digital privacy of its citizens, reflecting a broader global movement towards
the protection of personal data. Data privacy fundamentally involves the right to control how
personal information is collected, used, and shared. This control is essential for maintaining
personal autonomy and trust in digital interactions.

For organizations, implementing robust data privacy practices enhances transparency and
accountability, fostering a positive reputation and competitive edge in the market. Effective
privacy implementation also mitigates overall business risk by safeguarding against data
breaches and cyberattacks. As privacy laws become more stringent and widespread,
businesses must navigate a complex regulatory landscape. Effective data privacy practices
streamline compliance efforts, reducing the risk of legal penalties and fines associated with
non-compliance.

In conclusion, the importance of privacy in today's digital age is multifaceted, impacting
individuals, organizations, and societies at large. As digital technologies continue to evolve, the
focus on data privacy will only intensify, underscoring its critical role in our digital future.
Ensuring robust data privacy practices is not just a regulatory requirement but a strategic
imperative for building trust, enhancing security, and promoting sustainable growth in the
digital age.

Moreover, the global trend towards enacting
and updating data privacy laws reflects the
evolving nature of digital threats and the
increasing value of personal data. It highlights
a collective effort to establish a more

privacy-conscious and secure digital world.




Recent Attacks, Privacy Breaches, and their impact
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Overview of Privacy Engineering

Privacy engineering is a development function focused on integrating privacy-enhancing
measures into data platforms and ecosystems. The National Institute of Standards and
Technology (NIST) in NISTIR 8062 (An Introduction to Privacy Engineering and Risk Management
in Federal Systems) defines privacy engineering as:

A specialty discipline of systems engineering focused on
achieving freedom from conditions that can create

problems for individuals with unacceptable consequences
that arise from the system as it processes PII.

A

It's all about designing and constructing digital systems and processes with the foundational
goal of protecting user privacy from the ground up rather than privacy being an afterthought.
This field requires a deep understanding of the technical aspects of data protection such as
anonymization, encryption, secure data processing, etc. and the legal and ethical frameworks
governing privacy globally. It covers privacy during the entire lifecycle of information and
communication technology systems.

Privacy engineers employ a combination of technologies and ethical data handling practices
to ensure the privacy of personal information that is collected, processed, and stored. At more
advanced implementation levels, privacy engineering utilizes privacy-enhancing
technologies to enable the anonymization and de-identification of data. Furthermore, privacy
engineering requires the deployment of suitable security engineering practices, and some
privacy aspects can be implemented using security techniques.

Privacy Engineering Objectives

N
Enabling reliable assumptions by individuals,
owners, and operators about Pll and its
processing by an information system

J
N
Providing the capability for granular
administration of Pll including alteration,
Manageability deletion, and selective disclosure
J

Enabling the processing of Pll or events without
association to individuals or devices beyond the
Disassociability operational requirements of the system

Reference: https://nvipubs.nist.gov/nistpubs/ir/2017/NIST.IR.8062.pdf
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Components of Privacy Engineering

NIST has laid out the components of Privacy Engineering clearly in its publication “ NISTIR
8062 An Introduction to Privacy Engineering and Risk Management in Federal Systems”

Privacy Pri
Laws Engineering rivacy

Impact

Regulations and

Security
FIFES Objectives

Assessment

| / |

Privacy Risk 'Mgp system . Corl::tlflglssli(::gnfglrizr:ted
Requirements Models capabilities/requirements Management p

Assurance that system Framework How the system
meets requirements

meets requirements and
addresses risk

Risk Select
Assessment controls, etc.

The above figure illustrates some components of privacy engineering and the results from
their use or application in a privacy engineering process.

This figure demonstrates how existing components such as the use of laws, regulations and
the FIPPs to derive privacy requirements and use of the PIA to describe the system
assessment process and results are supplemented by components typically used in
information security: a risk model to produce a risk assessment; system objectives (e.g.,
confidentiality, integrity, availability) to map and evaluate system capabilities in order to
provide assurance that the system meets the requirements and addresses risk
appropriately; and use of a risk management framework to provide a process for selecting
and assessing controls to manage identified risks and meet the requirements

05




CURRENT STATE OF
PRIVACY ENGINEERING

Evolution of Privacy Engineering

The journey of privacy practices from the foundational Fair Information Practice Principles
(FIPPs) to the innovative concept of Privacy by Design (PbD) represents a profound shift in
the conceptualization and implementation of privacy within digital technologies and
information systems. Introduced in the 1970s, FIPPs provided the bedrock for modern privacy
standards by advocating for a set of ethical guidelines focused on the treatment of personal
information, including principles of notice and consent, data minimization, data quality, user
participation, and security. These principles became the ethical backbone for privacy laws
and policies across the globe, highlighting the essential need to incorporate privacy
considerations into the systems and processes that handle personal data. The FIPPs set a
benchmark for the ethical management of information, emphasizing the importance of
integrating privacy into the very fabric of organizational practices and system designs.

Building on this ethical framework, the 1990s saw the emergence of Privacy by Design (PbD),
a transformative approach developed by Ann Cavoukian, which expanded the reach of FIPPs
into technology development and system design. PbD posits that privacy should be an
inherent component of the product and system lifecycle from the start, advocating for a
proactive integration of privacy into the design and architecture of IT systems and business
practices. This marked a paradigm shift, moving the focus from compliance as an
afterthought to recognizing privacy as a fundamental element of technological
development. As a significant driver in the evolution of privacy engineering, PbD has paved
the way for more systematic privacy engineering practices.

From these practices, the concept of Privacy Engineering emerged which focuses more on
“How"” than “What” to do.

Today, privacy engineering is characterized by integrating privacy considerations from the
design phase through the entire system lifecycle. Privacy engineering involves both
technical capabilities and management processes. This comprehensive approach ensures
that privacy is not only respected but is also a core consideration in the development and
operationalization of digital technologies, underpinning the ongoing commitment to
safeguarding personal data in an ever-evolving digital landscape.

Challenges in Privacy:

Ensuring the privacy of individuals' personal information amidst the digital age poses
significant challenges for organizations worldwide. Below are some of the challenges with
respect to ensuring privacy.

O cCompliance with Evolving Data Protection Laws and Regulations
Compliance with evolving data protection laws and regulations such as GDPR, CCPA, DPDPA and others poses a
significant challenge for organizations.

O Data Breaches and Security Threats

The risk of data breaches and security threats constantly looms over organizations, potentially leading to
unauthorized access, data leakage, and reputational damage.

O Data Minimization and Anonymization
Balancing the need for data utility with data minimization and anonymization to protect individuals' privacy is a
complex challenge.

O Managing User Consent

Ensuring transparent user consent mechanisms and empowering users to control their personal data usage is
essential but challenging.




O Emerging Technologies

Rapid advancements in technologies such as Al, 10T, and big data introduce new privacy concerns and
challenges.

Addressing Privacy Challenges with Privacy Engineering:

O Risk Assessment and Mitigation

Privacy engineering methodologies conduct comprehensive risk assessments to identify privacy risks and
implement mitigation measures.

O Privacy Impact Assessments (PIA):

PIAs are conducted to evaluate the privacy implications of systems, processes, and technologies, ensuring
compliance with privacy regulations.

O Data Protection by Design:

Privacy engineering integrates privacy considerations into the design and development phases of systems and
applications, fostering privacy-preserving architectures.

O Anonymization Techniques
Various anonymization techniques, such as differential privacy, k-anonymity, and homomorphic encryption, are
employed to protect individuals’ identities while preserving data utility.

O Privacy-Enhancing Technologies (PETs):
PETs encompass a range of tools and techniques, including encryption, tokenization, and pseudonymization etc
to enhance privacy protections in data processing and storage.

O User-Centric Approaches:
Privacy engineering emphasizes user-centric design principles, enabling transparent communication, granular
consent mechanisms, and user-controlled privacy settings.

O Continuous Monitoring and Compliance:
Automated monitoring tools and compliance frameworks are utilized to continuously assess privacy risks,
detect anomalies, and ensure ongoing compliance with regulations.

O Cross-Disciplinary Collaboration:

Privacy engineering fosters collaboration between privacy experts, legal professionals, data scientists, and
software engineers to address multifaceted privacy challenges effectively.

The table below provides a concise overview of how various privacy engineering technologies
address specific privacy challenges, helping organizations make informed decisions when
implementing privacy solutions.

Privacy Challenge Privacy Engineering Technology/Solution

Data Protection Laws and Regulations Privacy Compliance Management Platforms

Data Breaches and Security Threats Privacy-preserving Encryption

Differential Privacy, K-Anonymity,

Data Minimization and Anonymization . )
Homomorphic Encryption

Privacy Impact Assessments (PIA), Privacy Architecture

Priv Design and Default
acy by Design and Defau Frameworks

Granular Consent Management Platforms, User-centric

Managing User Consent Design Principles

Privacy-preserving Al Algorithms, loT

Emerging Technologies .
ging 9 Privacy Frameworks
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Privacy Engineering Methodologies

1. Privacy by Design (PbD)

Privacy by Design (PbD) is a strategic approach that integrates privacy considerations into
the design and architecture of IT systems and business practices right from the beginning.
The concept, developed by Ann Cavoukian, rests on the premise that privacy cannot be
treated as an add-on or afterthought but must be an integral part of system development.
PbD encompasses seven foundational principles, including proactive not reactive
measures, privacy as the default setting, end-to-end security, and transparency with users.
Its implementation requires a shift in organizational culture towards viewing privacy as a
key component of product and service quality. By adopting PbD, organizations can ensure
that privacy is built into their processes and technologies, thereby reducing the risk of data
breaches and enhancing trust with customers. This approach not only helps in complying
with privacy regulations but also positions privacy as a core value in the digital ecosystem.

7 principles of Privacy by Design

Full functionality

Privacy as the oo Visibility and
. =positive-sum,
default setting transparency
not zero-sum

Design privacy-by-default Privacy is a positive sum Implement transparency by

features to ensure that goal, not a zero-sum goall. documenting and

consumers don't have to Avoid the false idea of communicating actions
take extra measures to trade-offs between privacy clearly, through privacy and
protect privacy. and other functionalities. data- sharing policies.

DO

Proactive not Privacy End-to-end

reactive; o Respect for
. embedded security-lifecycle pec
preventative . . . user privacy
. into design protection
not remedial
Take a proactive rather Take a privacy-first Prioritise the security of Keep the interests of your
than reactive approach approach right from the user data throughout its users at the core by
to privacy Identify and initial stages of a lifecycle, from data building strong privacy
mitigate privacy risks products development collecting to deletion. safeguards and
before they happen. and design. user-friendly systems.

2. Privacy Impact Assessments (PIAs)

Privacy Impact Assessments (PIAs) are systematic processes organizations undertake to
identify and mitigate privacy risks associated with new projects, systems, or policies. PIAs
are proactive tools that help to foresee and address potential privacy issues before they
manifest, ensuring that personal data is handled in a manner that respects individual
privacy and complies with applicable laws. The process involves mapping data flows,
understanding how personal information is collected, processed, and stored, and
identifying potential impacts on privacy. Based on this analysis, organizations can
implement measures to mitigate identified risks, such as data minimization or enhanced
security controls. PIAs facilitate transparency and accountability in data processing
activities, making them an essential practice for privacy-conscious organizations.




The Privacy Impact Assessment (PIA) is a process used to protect PbD when an organization
acquires or starts a new business, implements a new process, or launches a new product.

Essentially, it involves examining the ways in which an organization handles personally
identifiable information (PI), focusing on the collection, usage, sharing, and retention
practices in relation to identified risks.

1. Identifying the need for a PIA 2. Describing the information flows

The need for a PIA can be identified as
part of an organisation's usual project
management process or by using the
screening questions in annex two of this
Code.

3.Identifying the privacy and related
risks

Some will be risks to individuals for
example damage caused by
inaccurate data or a security breach, or
upset caused by an unnecessary
intrusion on privacy.

Some risks will be to the organisation -
for example damage to reputation, or
the financial costs or a data breach.

Legal compliance risks include the DPA,
PECR, and the Human Rights Act.

5.Signing off and recording the PIA
outcomes

Make sure that the privacy risks have
been signed-off at an appropriate level.
This can be done as part of the wider
project approval.

A PIA report should summarise the
process, and the steps taken to reduce
the risks to privacy. It should also record
the decisions taken to eliminate,
mitigate, or accept the identified risks.

Publishing a PIA report will improve
transparency and accountability, and
lets individuals learn more about how
your project affects them.

Describe the information flows of the
project. Explain what information is
used, what it is used for, who it is
obtained from and disclosed to, who will
have access, and any other necessary
information.

4.dentifying and evaluating privacy

solutions.

Explain how you could address each risk.
Some might be eliminated altogether.
Other risks might be reduced. Most
projects will require you to accept some
level of risk, and will have some impact
on privacy.

Evaluate the likely costs and benefits of
each approach. Think about the
available resources, and the need to
deliver a project which is still effective.

6. Integrating the PIA outcomes back

into the project plan.

The PIA findings and actions should be
integrated with the project plan. It might
be necessary to return to the PIA at
various stages of the projects
development and implementation.
Large projects are more likely to benefit
from a more formal review process.

A PIA might generate actions which will
continue after the assessment has
finished, so you should ensure that these
are monitored.

Record what you can learn from the PIA
for future projects.

Reference: ICO, Conducting privacy impact assessments code of practice



3.Data Protection Impact Assessments (DPIAs)

Data Protection Impact Assessments (DPIAs) are a specific form of PIA mandated by the
General Data Protection Regulation (GDPR) for processing operations that are likely to result
in high risks to the rights and freedoms of individuals. Similarly, DPDPA in India also requires
DPIA for Significant Data Fiduciaries. DPIAs are designed to systematically analyze, identify,
and minimize the data protection risks of a project. The assessment covers the necessity
and proportionality of processing operations, evaluates the risks to individuals, and
identifies measures to address those risks. DPIAs are crucial for GDPR compliance, helping
organizations demonstrate that they have considered and integrated data protection from
the outset of designing a processing operation. By conducting DPIAs, organizations can
ensure that they not only protect individual rights but also enhance their own accountability
and data governance practices.

In short, it is all about identifying and minimizing risks associated with the processing of

personal data. DPIA is an ongoing process, regularly applied to personal data processing,
identifying, and mitigating risks.

DPIA Process

Identify need
® for a DPIA

Keep under Describe the
° review ® processing

Sign off and Consider
® record outcomes ® consultation

Integrate outcomes Assess necessity
P into plan P and proportionality

Identify measures Identify and
PR mitigate risk @ Ossess risks

4.Data Discovery

Data Discovery refers to the process of identifying, locating, and cataloging personal data
within an organization's various data repositories. This process is crucial for organizations to
understand where personal data resides, how it is processed, and how it should be
protected to comply with privacy regulations and policies. It involves detecting personal
data across diverse data sources such as databases, cloud storage, file systems, and
applications and categorizing this data based on its sensitivity and regulatory
requirements. Through data discovery, organizations can map data flows, tracing how
personal data moves within and outside the organization, and create a comprehensive
inventory of personal data assets. This inventory includes data locations, types, and
associated metadata, facilitating better data management and protection practices.




5.Database Activity Monitoring

Database Activity Monitoring (DAM) is designed to track, analyze, and report on database
activities to identify and mitigate risks associated with fraudulent, illegal, or otherwise
undesirable behaviour. DAM operates by continuously monitoring database transactions,
user activities, and queries in real-time, capturing detailed logs of these activities for
analysis. The system can classify sensitive data, manage vulnerabilities, and provide
intrusion prevention by detecting and blocking suspicious activities. Additionally, DAM can
be integrated with identity and access management (IAM) systems to enforce robust
authentication and authorization controls, ensuring that only authorized users have access
to critical data.

It enhances security by providing continuous monitoring, which helps in the early detection
and prevention of security breaches. DAM supports regulatory compliance by maintaining
detailed logs and audit trails of all database activities, facilitating easier adherence to
global regulations. It also mitigates risks by identifying unauthorized access and data
leakage.

6.Data Security Posture Management

Data Security Posture Management (DSPM) offers comprehensive visibility into the location
of sensitive data, who has access to it, how it is used, and the overall security posture of the
data and applications. DSPM achieves this by assessing the current state of data security,
identifying and classifying potential risks and vulnerabilities, implementing security controls
to mitigate these risks, and continuously monitoring and updating the security measures to
ensure ongoing effectiveness. DSPM is sometimes referred to as ‘data first’ since it focuses
on protecting the data directly .This process helps businesses maintain the confidentiality,
integrity, and availability of sensitive data.

DSPM technologies can discover unknown data and categorize structured and
unstructured data across cloud service platforms. Security and risk management
leaders can also use them to identify security and privacy risks as data spreads
through pipelines and across geographic boundaries.

Gartner®, Innovation Insight: Data Security Posture Management, Brian Lowans, Joerg
Fritsch, Andrew Bales, March 28, 2023.

7. Data Access Governance

Data access governance (DAG) is the process of defining and enforcing policies for how
data is accessed and used within an organization. This involves specifying roles and
responsibilities for those with data access, establishing procedures for granting and
revoking access, and auditing data access to ensure compliance and security.

ShapeDAG is crucial for ensuring that data is used appropriately and safeguarded from
unauthorized access, which is a significant factor in preventing data loss.

“Data Access Governance (DAG) solutions have now become critical as they provide
data access assessment, management, and real-time monitoring for unstructured
and semi-structured data... DAG solutions help to provide the right level of access for
users/groups. DAG also helps customers migrate some of their data repositories from
on-premises to the public cloud by classifying data and cleaning up permissions
beforehand.”

Gartner®, “Hype Cycle for Data Security, 2021”, Brian Lowans, July 27, 2021.




8. Threat Modeling for Privacy

Threat Modeling for Privacy is a structured approach used to identify and address potential
threats to the privacy of personal information within systems or applications. This
methodology involves understanding the system architecture, identifying sensitive data
flows, and pinpointing potential vulnerabilities that could lead to privacy breaches. By
considering various threat actors and their potential methods of attack, organizations can
assess the risks to privacy and implement appropriate safeguards. Threat modeling for
privacy helps in prioritizing risks based on their severity and impact, guiding the allocation
of resources towards the most critical areas. It is a dynamic process that should be revisited
throughout the system’s lifecycle to address emerging threats and vulnerabilities, ensuring
ongoing protection of privacy in an ever-changing threat landscape.

LINDDUN Privacy Framework

The LINDDUN privacy threat modelling framework enables organizations to analyze privacy
threats based on 7 threat categories.

Linkability (L):
The risk of an adversary linking two items of interest (e.g., data sets or activities) without necessarily knowing the
identities of the individuals involved.

Identifiability (1):
The chance that an adversary can identify a specific individual from a set of data subjects.

Non-repudiation (N):
The inability of a data subject to deny a claim, such as having performed an action or sent a request.

Detectability (D):

The potential for an adversary to detect the existence of a particular item of interest related to a data subject,
regardless of the ability to access its content.

Disclosure of Information (D):
The risk that an adversary can access specific data related to an individual.

Unawareness (U):

The situation where data subjects are not informed about the collection, processing, storage, or sharing of their
personal data.

Non-compliance (N):
Occurs when the processing, storage, or handling of personal data does not adhere to relevant legislation,
regulations, or policies




Privacy Engineering Practices and Frameworks

2.

3.

4.

Implementing privacy engineering practices requires a multifaceted approach that
incorporates technical measures, policy development, and ongoing education. Data
minimization starts by reevaluating the necessity of data collection processes, ensuring
systems are designed to collect only what is essential. This dovetails with deploying
sophisticated access control and permission management systems, which safeguard
sensitive data by restricting access based on predefined roles and permissions. To
maintain a high standard of privacy protection, organizations must commit to regular
privacy audits and compliance checks, ensuring practices align with current laws and
organizational policies. Secure data lifecycle management extends the protection of data
from collection to deletion, involving secure storage practices and defined protocols for
data retention and disposal. Finally, the cornerstone of effective privacy engineering lies in
privacy awareness and training, ensuring all team members understand their role in
protecting privacy and are equipped to implement best practices in their daily activities.
Collectively, these practices form a robust foundation for safeguarding personal data and
fostering a culture of privacy within organizations.

Data Minimization:

Data Minimization involves the practice of collecting only the information that is directly
necessary for a specified purpose. This approach not only aligns with legal requirements,
such as those outlined in the GDPR but also significantly reduces the risk of harm should a
data breach occur. Implementing data minimization requires a clear understanding of the
data's intended use, and systems should be designed to limit the collection of data
accordingly. This can involve setting strict data entry requirements, regularly reviewing data
collection practices, and eliminating unnecessary data fields from forms and databases.

Access Control and Permission Management:

Access Control and Permission Management systems are critical for ensuring that only
authorized individuals can access certain data or systems. These systems work by defining
user roles and permissions, ensuring that individuals can only access information
necessary for their job functions. Implementing robust access control involves the use of
authentication mechanisms, such as passwords or biometrics, and authorization
frameworks that enforce access policies. Regular audits and updates to access controls are
necessary to adapt to organizational changes and evolving security threats.

Regular Privacy Audits and Compliance Checks

Regular Privacy Audits and Compliance Checks are conducted to ensure that an
organization’s data handling practices remain in alignment with privacy laws and internal
policies. These audits involve a comprehensive review of how personal data is collected,
stored, used, and shared within the organization. Compliance checks also assess
adherence to privacy regulations and identify any gaps or areas for improvement. Audits
should be scheduled at regular intervals and following significant changes to data
processing activities or privacy regulations.

Secure Data Lifecycle Management

Secure Data Lifecycle Management ensures that personal data is protected from the point
of collection through to its eventual deletion. This practice covers secure data storage, the
use of encryption to protect data in transit and at rest, and the implementation of policies
for data retention and disposal. By managing the data lifecycle securely, organizations can
protect against unauthorized access and ensure that data is only kept as long as necessary
before being securely deleted or anonymized.
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Privacy Awareness and Training

Privacy Awareness and Training involve educating employees about privacy risks, their
responsibilities regarding data protection, and the best practices for maintaining privacy.
Training programs should cover the organization’s privacy policies, relevant privacy laws,
and procedures for reporting privacy concerns or breaches. Regular training updates are
necessary to address new privacy challenges and regulatory changes, ensuring that all
employees remain informed and vigilant about privacy protection.

Privacy Frameworks
1

NIST Privacy Framework:

The NIST Privacy Framework is a comprehensive set of guidelines helping organizations
manage privacy risks linked to personal information. It offers a flexible and scalable
approach, allowing customization based on unique needs and objectives. The framework’s
importance lies in its structured and systematic approach to identifying and managing
privacy risks, aiding organizations in building robust privacy programs, enhancing posture,
and supporting compliance efforts.

Consisting of three components — Core, Profiles, and Implementation Tiers — the framework
enables organizations to manage privacy risks effectively. The Core outlines essential
privacy activities, the Profiles component facilitates customized roadmaps for
improvement, and the Implementation Tiers assess program maturity. By adopting the NIST
Privacy Framework, organizations establish a solid foundation for privacy risk management,
fostering customer trust and ensuring compliance with data protection regulations.

The framework's five core functions are based on key principles:

Identify
Understand all personal data collected, processed, stored, and shared, including its purpose, access, and
retention.

Protect:
Implement security measures to safeguard personal data from unauthorized access, disclosure, alteration, or
destruction.

Control:
Manage how personal data is collected, used, shared, and stored, ensuring compliance with privacy laws and
obtaining consent.

Communicate:
Inform individuals about how their personal data is used and protected, offering meaningful choices and
privacy rights.

Review:
Regularly assess and enhance privacy practices through risk assessments, compliance monitoring, and
continuous improvement.

The framework's key principles — Flexible and Scalable, Accountable and Transparent,
Privacy by Design, Data Minimization, and Data Quality — provide a starting point for
organizations to build a tailored privacy program. Emphasizing adaptability to digital
changes, accountability, embedding privacy into product design, minimizing data
collection, and ensuring data quality, these principles empower organizations to enhance
privacy practices, improve data security, and foster customer trust.




The Core provides an increasingly granular
set of activities and outcomes that enable
an organizational dialogue about
managing privacy risk.

Profiles are a selection of specific Functions, Categories,
and Subcategories from the Core that an organization

has prioritized to help it manage privacy risk.

Implementation Tiers support communication
about whether an organization has sufficient
processes and resources in place to manage
privacy risk and achieve its Target Profile.

2. DSCI Privacy Framework:

To protect the privacy of personal information from unauthorized use, disclosure,
modification, or misuse, DSCI has conceptualized its approach towards privacy in the DSCI
Privacy Framework (DPF©), which is based on the global privacy best practices and
frameworks.

In this framework, there are nine areas which are organized in three layers:

DSCI- Privacy Framework

Persopol J VPI-Visibility POR-Privacy PPP-Privacy
Information [ PIS Over Personal Organization & Policy &
Information Relations Processes
Information MIM- Privac
RCI-Regulatory PCM-Privacy _ privacy
IUA > Usqge & Access, Compliance Contract mgirg:or:tlng &
MIM PAT J Morjlt_orlng & Intelligence Management Management
Training -
Pri JUA-Information PAT- Privacy PIS-PersgnaI
Ivacy POR RCI Usage & Access Awgrgness & Inforrr.\atlon
Strategy & € VPl PPP PCM Training Security
Processes [

1. Privacy Strategy and processes

* This layer aids in establishing the strategic and tactical elements for privacy.
Creating visibility over personal data helps understand how the data is handled
by an organization. The central privacy organization should track the personal
information processed by an organization’s processes, functions, projects, and
operations. It should establish sound relationships with different entities of an
organization for coordinating and collaborating on privacy. The privacy policy
should guide and provide direction for the privacy implementation. It should be
supported by appropriate processes that promise consistency in effectiveness of
privacy measures. Regulatory compliance intelligence, along with contract
management for privacy, ensures alignment of the privacy initiatives to changing
regularity requirements and proportionality of the measures to the liability
exposure.




* In this layer comes 5 areas - Visibility over personal information (VPI), Privacy
Organization & Relationship (POR), Privacy Policy and Processes (PPP),
Regulatory Compliance Intelligence (RCI), PCM (Privacy Contract
Management).

2. Information Usage and Access, Monitoring and Training:

* This layer ensures that an adequate level of awareness exists in an organization. A
significant number of measures are deployed to limit information usage and access.
And, a mechanism is deployed for privacy monitoring and managing incidents that may
compromise privacy.

. Inthis layer, 3 areas are organized - Privacy Monitoring and Incident Management (MIM),
IUA (Information Usage and Access), and PAT (Privacy Awareness and Training).

3. Personal Information Security:

* This layer derives strength from an organization’s security initiatives. However, it
demands a focus on data security. DSCI has developed its Security Framework (DSF©),
which can be leveraged for ensuring security of the personal information.

3. MITRE Privacy Engineering Framework: “V"

The MITRE Privacy Engineering Framework provides a comprehensive guide for integrating
privacy into the system engineering lifecycle (SELC). It emphasizes the necessity of
embedding privacy from the design phase through to verification and validation, aligning
with Privacy by Design principles. The framework categorizes activities into Privacy
Requirements Definition, Privacy Design and Development, and Privacy Verification and
Validation, offering a roadmap for implementing privacy engineering strategies effectively.
Additionally, it adapts to various lifecycle models beyond the traditional Waterfall
approach, including Agile and Spiral, ensuring flexibility and relevance across different
project methodologies.

This diagram illustrates how the core privacy engineering activities map to stages of the
classic systems engineering life cycle.

Engineering Environment

Concept . : Transition
Development Operation and

Maintenance
Privacy Requirements ) Testand
Requirements Engineering fvaliation Privacy
Definition . Verification
and
Validation
Architecture Integration

. System Design
Privacy aE

Design and Development
Development




Core Life Cycle
Activity

Privacy Requirements
Definition:

Specification of system privacy
properties in a way that

supports system design and
development.

Privacy Desig
Development:

Representation and
implementation of those
elements of the system that
support defined privacy
requirements.

Privacy Verification and
Validation: Privacy
testing & review
Confirmation that defined
privacy requirements have been

correctly implemented and
reflect stakeholder expectations.

Payment Method

Baseline & custom privacy system

requirements.

Privacy empirical theories &
abstract concepts.

Privacy empirical theories and
abstract concepts.

Privacy design tools.

Privacy heuristics.

Privacy testing & review.

Operational synchronization.

Privacy Engineering Activities and Methods

Method Description

Granular technical privacy requirements derived from first
principles and from risk analysis.

Methodological constructs based on theories of privacy and
socio-technical systems.

Explicit or tacit consensus understandings of how privacy
works in system.

Methodological constructs based on theories of privacy and
socio-technical systems.

Specific techniques for achieving privacy.

Executable tests and targeted document reviews associated
with privacy requirements.

Analysis of privacy policies & procedures and system
behaviors for inconsistencies.




Privacy Enhancing Technologies (PETs)

PETs are specific technologies or tools designed to protect personal privacy by minimizing
personal data or ensuring that data processing is conducted without compromising
individual privacy. It focuses on the technical aspects of privacy protection and offers
concrete solutions to privacy challenges.

PETs are the technical enablers that allow for the practical implementation of privacy
principles in digital systems, often employed within the framework of Privacy Engineering.

Privacy Engineering Vs PETS:

Privacy Engineering is a holistic approach that encompasses the entire process of
designing and building systems with privacy in mind, while PETs are specific technologies or
methods used to achieve privacy goals, often as part of a Privacy Engineering strategy.

Table: Overview of major types of PETs, their opportunities and challenges

Types of PETs

Key Technologies

Current and Potential

Challenges and
Limitations

Data obfuscation

Anonymisation /

Applications*

Secure storage

Ensuring that information does

computation
(including orivate
set intersection).

data that is too
sensitive to disclose
Contact tracing/discovery.

tools Pseudonymisation not leak (risk of re-identification).
Privacy-preserving i Lo .
Synthetic data machine learning. Amplified bias in particular for
synthetic data.
Differential privacy Expanding research Insufficient skills and
opportunities. competences.
Zero-knowledge Verifying information Applications are still in their
proofs. without requiring disclosure|  early stages.
(e.g. age verification).
Encryptc_ad data Homom_orphic Computing on Data cleaning challenges.
processing tools encryption encrypted data within
: the same organisation Ensuring that information
Multi-party Computing on private does not leak.

Higher computation costs.

Trusted execution
environments.

Computing using models
that need to remain

Higher computation costs.

Digital security challenges.

tracking of data access by
data controllers.

Threshold secret
sharing.

Personal data stores/
Personal Information
Management
System.s

Providing data
subjects control over
their own data.

private.

ngeruted and Federated learning Privacy-preserving Reliable connectivity needed.
distributed machine learning.
analytics o . Information on data models

Distributed analytics need to be made available to

data processor.

Data Accountable Setting and enforcing rules Narrow use cases and lack
Accountability systems regarding when data can be stand-alone applications.
Tools accessed Immutable

Configuration complexity.

Privacy and data protection
compliance risks where
distributed ledger technologies
are used.

Digital security challenges.

Not considered as PETs in the
strict sense.

Reference: Emerging Privacy Enhancing Technologies Current Regulatory And Policy Approaches (Oecd Digital Economy Papers March 2023 No. 351)




1. Consent Management Platforms (CMPs):

Consent, within the realm of data protection and privacy, signifies the explicit approval
given by individuals for organizations to collect, process, utilize, or share their personal
information. This principle underpins numerous privacy laws globally, such as the General
Data Protection Regulation (GDPR) in the EU, the California Consumer Privacy Act (CCPA) in
the US, and the Digital Personal Data Protection Act (DPDPA) in India, among others. For
consent to be valid, it must be informed, specific, freely given, and unambiguous. This
ensures that individuals are fully aware of and agree to the particular uses of their data
under conditions that are transparent and under their control.

In the field of Privacy Engineering, Consent management plays a critical role in ensuring
that data processing activities are conducted ethically, legally, and in a manner that
respects the privacy and autonomy of individuals. This area focuses on the mechanisms,
technologies, and strategies used to manage and enforce the consent preferences of users,
as well as their rights under various data protection regulations across the globe.

Consent management involves obtaining, recording, and managing user consent for data
processing activities. This is not a one-time event but an ongoing process that allows users
to change their preferences at any time.

Components of Consent Management

Consent Collection:
Crafting user-friendly interfaces that clearly explain data collection purposes, thereby ensuring that
consent is informed and freely given.

Consent should be granular, allowing users to select which types of processing they agree.

Documentation and Record-Keeping:

Maintaining detailed records of consent transactions, including what users were told at the time of consent.
This is crucial for proving compliance.

Consent Withdrawal:
Facilitating an easy process for users to retract their consent, mirroring the ease with which it was given.

Ul Design:

Designing intuitive interfaces for managing consent, which clearly conveys choices and controls to users.

Dynamic Consent Management:

Implementing systems for updating consent preferences dynamically, accommodating changes in user
attitudes or organizational data practices.

Integration with Data Processing

Aligning all organizational data processing activities with user consent, necessitating adaptable data
management systems.

Compliance Monitoring and Updating:
Regularly reviewing and updating consent mechanisms to stay compliant with evolving legislation.

User Education
Informing users about their privacy rights and data usage to promote transparency and trust.

A Consent Management Platform (CMP) equips website owners and digital platforms with
tools to handle user consent for data processing, particularly for online advertising within
privacy regulation frameworks. CMPs facilitate regulatory compliance by offering
mechanisms to obtain, record, and manage user consent regarding their personal data
usage. They provide insights into the personal data lifecycle, from opt-in to deletion, and
enable centralized management of consent across all collection channels, enhancing
transparency and control over personal data use and consent preferences.
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Consent Orchestration:

Consent Orchestration refers to the systematic and integrated management of consent
across an organization’s various systems, platforms, and processes. This involves creating a
cohesive framework that ensures consent preferences are consistently applied, managed,
and respected throughout the entire data lifecycle and across all user interaction points.
Key elements include:

Centralized Consent Management

A unified platform for managing all user consents, serving as the single source of truth for an individual's
consent status.

Seamless Integration

Linking consent management systems with other data processing systems (like CRM, marketing platforms,
etc.) to ensure that consent preferences are automatically applied and respected across all operations.

Real-time Consent Processing

Ensuring that any change in consent status is immediately reflected across the organization, enabling
dynamic adjustments to data processing activities.

Cross-Channel Consistency:

Maintaining consistent consent experiences and management across all interaction channels, whether
digital (web, mobile apps) or physical (in-store, customer service).

It's essential to distinguish between Consent Orchestration and Consent Management.
Essentially, Consent Orchestration extends the consent process initiated by Consent
Management Platforms (CMP), ensuring that user consent preferences are consistently
applied across various marketing channels.

It enhances the effectiveness of consent management by ensuring a seamless, integrated
approach to consent across an organization. It supports compliance, enhances user trust,
and ensures that consent preferences are accurately and consistently respected, thereby
reinforcing the foundation of privacy-centric practices within the organization.
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3. De-identification Techniques:

2]

De-identification techniques are methods used to remove or obscure personal identifiers
from data sets, thereby reducing the risk of unintentionally disclosing personal information.
The goal of de-identification is to protect individual privacy by ensuring that the data
cannot be used to identify an individual alone or in combination with other information. It is
critical in fields such as healthcare, research, and data analysis, where data needs to be
used in a way that respects individual privacy.

A) Anonymization and Pseudonymization

Anonymization is a process that irreversibly alters personal data in such a way that the
individual who is the subject of the data cannot be identified, either directly or indirectly, by
anyone. This is achieved by removing or modifying personal identifiers that could lead to
the identification of the individual and ensuring that the data cannot be combined with
other information to re-identify the individual.

It is suitable for scenarios where data is used for research or statistical analysis, and there is
no need to link the data back to individuals.

Pseudonymization, on the other hand, this approach specifically entails substituting actual
personal identifiers (such as last names, first names, emails, addresses, and telephone
numbers) with pseudonymes.. This allows the data to be less identifiable while still enabling
it to be matched with its source using additional information stored separately.

Pseudonymization is often used in data processing and analysis scenarios where the data
subject’s identity might need to be known under controlled conditions, such as clinical trials
or customer relationship management.

PSEUDONYMIZATION
Personal Pseudonymized
Information data
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Key characteristics:

Anonymization Pseudonymization

O once data has been anonymized, it Reversibility: Pseudonymization is a
cannot be reversed or re-identified to reversible process, assuming one has
match an individual. access to additional information (such as a

key) that allows re-identification of the data.

No Personal Data: Anonymized data is Still Considered Personal Data: Under GDPR
no longer considered personal data and other privacy laws, pseudonymized data
under privacy laws like GDPR, as it does is still considered personal data because the
not relate to an identifiable or identified process is reversible, and the data can
natural person. potentially be linked back to individuals.

In practice, the choice between anonymization and pseudonymization will be guided by the
specific privacy goals, the nature of the data processing activities, and the applicable legal
and regulatory framework.

B) Masking:

Data masking is a data protection technique where the original data is hidden with
modified content while maintaining the data’s usability. This process ensures that sensitive
information, such as personal identifiers, remains confidential by replacing it with fictitious,
realistic data. For example, a masked version of a social security number might appear as
"XXX-XX-1234," where the "X" characters represent masked portions of the data. The primary
goal of data masking is to protect sensitive data against unauthorized access while still
allowing it to be useful for non-sensitive operations, ensuring compliance with privacy
regulations and safeguarding personal data.

Types of Data Masking techniques:

1. Static data masking (SDM):

Static Data Masking (SDM) is a process that modifies information within the source
database—essentially altering data while it is "at rest.” After modification, this database is
either directly utilized or copied for use across various applications as needed. SDM plays a
crucial role in generating realistic test data during application development by allowing
development teams to create datasets from actual production data, thereby maintaining

realism while safeguarding user privacy. Additionally, SDM is instrumental when there's a
need to share sensitive data with external parties, particularly those located abroad.
Through data masking, it becomes possible to maintain professional relationships without
compromising sensitive or personal information. It encompasses various techniques:
substitution, where sensitive information is replaced with fictional data;

Shuffling
Which rearranges data within a column to alter its original value and references.

Nulling
Where sensitive data is replaced with Null values.

Encryption
Involving the secure encoding of sensitive data.

Redaction
Which involves concealing parts of the data so that only certain segments remain visible.
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2. Dynamic data masking (DDM):

Dynamic Data Masking (DDM) is the process of obscuring sensitive information in real-time,
at the moment it's accessed. Unlike altering the data permanently, DDM ensures the original
dataset remains intact, providing a layer of security that modifies sensitive details as they
are retrieved. This method offers a more nuanced approach to access control compared to
Static Data Masking (SDM).

While SDM involves creating a modified duplicate of the database for usage, DDM allows
continuous access to the unaltered original database, adjusting the visibility of data based
on the viewer's permissions. Consequently, DDM delivers data that is as current as possible,
serving perfectly in scenarios where accessing up-to-date information is crucial, yet needs
to be done in a restricted manner.A reverse proxy is generally used to achieve DDM. Other
dynamic methods to achieve DDM are generally called on-the-fly data masking.

Dynamic Data Masking includes methods such as::

Full masking
Which obscures the entire dataset

Partial masking
Which conceals specific sections of the data.

Random masking
Which hides data elements at random

Conditional masking:
Which occurs only under certain conditions.

Encoding and tokenization:
Which transforms data into a non-sensitive token that retains the original data's format and length.

Static Data Masking (SDM) Dynamic Data Masking (DDM)
01. Deployed on Non-Production 01. Deployed in Production
02. Original data is overwritten 02. Original data is preserved
03. All users have access to the same masked data 03. Authorized users have access to original data

3. On-the-fly data masking:

On-the-fly data masking enables developers to selectively mask portions of production
data for use in testing environments, ensuring data is anonymized during transfer without
ever being exposed in the target system or its logs. This streamlines the process by avoiding
staging environments, perfectly suiting the fast-paced nature of continuous development.




Examples of data masking techniques

Original Production Database Static Data Masking (SDM)

PATIENT NUMBER 113355 028393

NAME Starlight Sen Pluto Ken

ADDRESS 410, Sky Bldg, 1905, Tulip Bldg,
CITY/STATE/zIP Park Street, IN 90261 SUBSTITUTION SL Street, IN 3048I
SSN 101-67-8203 508-11-1234

DOB 10/02/1962 01/18/1965

CREDIT CARD NO. 54017890 0010 0362 XXXX XXXX XXXX 0362
FILE mri_results.pdf NULL
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C) Data Swapping

Data swapping elevates privacy techniques by using shuffling and permutation to
interchange data attributes, such as swapping home addresses or birth dates among
records. This disrupts the connection between records and specific individuals, effectively
anonymizing the data. While this approach conceals personal identities, the underlying
sensitive information remains, albeit disconnected from its original subject. This poses a
potential risk if such data, even in its altered state, is misused.

D) Tokenization

Tokenization is a non-algorithmic approach to data obfuscation that swaps sensitive data
for tokens. For example, a customer's name like “John Smith” could be replaced by a
tokenized string like “7afd3186-369f-4898-ac93-3a4e732ebf7c”. Since there’s no
mathematical relationship between “John Smith” and the string
“7afd3186-369f-4898-ac93-3a4e732ebf7c”, there’s no way to get the original data from the
tokenized data without access to the tokenization process.
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A simple tokenization system for names and email addresses. There are a variety of
techniques and styles of tokenization, including

O Format-preserving tokenization:

Format-preserving tokenization replaces original data with a token that maintains the original's format,
such as substituting an 10-digit phone number with another 10-digit number, or an email address with a
similar format “username@domain.com”, ensuring the token matches the database’'s expected format.

O Length-preserving tokenization:

Length-preserving tokens maintain a specific or maximum length, often required when the format dictates
a size limit, as seen with phone numbers, credit card numbers, or social security numbers, which are both
format and length-preserving. However, for an email address, while format preservation is necessary,
length preservation is not always required.

O Random & Consistent tokenization:

— Random tokenization generates unique tokens for the same input value every time, ensuring that data
relationships are obscured. This method enhances data privacy but limits data querying capabilities.
For example, tokenizing "Joe" twice produces two distinct tokens.

— Consistent tokenization, on the other hand, generates the same token for the same input value each
time, maintaining data relationships. This allows for operations like searches and joins but could
potentially reveal patterns in the data. For instance, "Joe" will always be tokenized to the same token,
facilitating data analysis.

Different approaches have different tradeoffs and can help support different use cases.

You can safely store tokens in your database or downstream services because they have
no exploitable value. And many analytics and machine learning workflows can run directly
against the tokenized data.

E) K- Anonymity

Before understanding K-anonymity, we need to understand the terms quasi-identifiers
(QID), generalization and suppression.

Quasi-Identifier (QID): Non-directly identifying information that, when combined, can
potentially reveal an individual's identity.

For instance, an individual possesses several types of personally identifiable information
(PI) such as their name, address, and IP address. In addition, they have quasi-identifiers like
their zip code, gender, and age. An attacker might utilize auxiliary data from different
sources and link this information using the zip code. Remarkably, using just these three
quasi-identifiers—zip code, gender, and age—it is possible to identify 87% of the U.S.
population.

Consider a patient database in a hospital as an example. This database might include a
patient’'s name, age, gender, zip code, and the medical issue for which they are being
treated.

Key Attribute Quasi-identifier Ql Sensitive attribute
Name Age Gender Zip Disease
Nina 29 Female 12345 cancer
David 18 Male 67890 Heart Disease
Vilner 35 Male 12674 Flu
Charles 42 Male 34890 Bronchitis
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Before releasing any data, first the identifier (Patient’s name) has to be deleted .

Since we know that age sex and zip code are enough to identify an individual to a pretty

high degree.

Age Gender Zip Disease

29 Cancer
Female 12345

18 Male 67890 Heart Disease

35 Male 12674 Flu

42 Male 34890 Bronchitis

Deleting the QID’s to achieve anonymity will make the data useless.

Age Gender Zip Disease
29 Fernate 12345 Cancer

18 Mvidie 57886 Heart Disease
35 vicite 12674 Flu

42 Mete 34890 Bronchitis

To avoid that, we can apply concept called generalization .

Data generalization:

Also known as blurring, transforms one value into a more imprecise one. This can be done
in various ways, including binning (where values within a range are all converted to that

range), or providing a less specific value. For instance, a date of birth could be blurred to
become a month of birth.

In order to minimize the disclosure risks in the above example, we can generalize the
patient’s age into 10-year intervals.

Age Gender Zip Disease
21-30 Female 12345 Cancer
10-20 Male 67890 Heart Disease
30-40 Male 12674 Flu
41-50 Male 34890 Bronchitis

However, four individuals in the database are uniquely identifiable. This means that despite
losing some information, the Privacy gain is minimal.

This can be solved by K-Anonymization:

K-Anonymization was first proposed in the late 90s by researchers Latanya Sweeney and
Pierangela Samarati. K-Anonymity means that an individual's quasi identifiers have to be

equivalent to at least K-1 other individuals. those K individuals now form an equivalence
class.
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The 'K' in K-Anonymity symbolizes a variable indicating the minimum number of
occurrences for each unique set of data attributes within the dataset. This method, often
referred to as "hiding in the crowd,” ensures that data about any single person is
indistinguishable from others in the same group, blending individual records into a larger
dataset to safeguard individual identities. In general when dealing with anonymization and
K-Anonymity in particular, we always have to weigh the utility of the data against the
disclosure risks.

For instance, if we generalize the age into intervals of 20 for the same hospital data, we can
observe that the first two cells are equal, and the second two cells are equal, signifying that
we've achieved a K=2 anonymity.

Age Gender Zip Disease
10-30 Female 12345 Cancer
K e 10-30 Male 67890 Heart Disease
o 30-50 Male 12674 Flu
30-50 Male 34890 Bronchitis

However, we haven't achieved equivalence class yet. In Gender attribrute , The first two
rows differ and the zip codes remain unique for all individuals.

Here, we can employ another concept known as suppression. By suppressing information
we form equivalence classes.

Suppression

Removal or concealment of certain sensitive or identifying information from datasets to
mitigate the risk of re-identification.

we don't need to suppress the sex of the bottom two rows as those are already equal, next
we need to suppress the ZIP code information and now we have an actual 2 Anonymous
table (k=2).

Age Gender Zip Disease
10-30 * J2%x* Cancer
10-30 * B7*** Heart Disease
30-50 Male 12%** Flu
30-50 Male 34**x* Bronchitis

K-Anonymity is an essential concept in database anonymization, although it's not the sole
solution. Understanding it is crucial before delving into more advanced techniques like
differential privacy and |-diversity.




28

F) Hashing and Encryption:

0 Secure-Keyed Cryptographic Hashing

This method involves creating a cryptographic hash of an input string using a secret key, similar to HMAC
(Hash-based Message Authentication Code). Unlike regular hash functions, secure-keyed cryptographic
hashing adds an extra layer of security by incorporating a secret key. This approach is particularly useful
for de-identifying unique identifiers with primary key behavior, especially in large datasets.

0 Format Preserving Encryption (FPE)

FPE is an encryption algorithm designed to preserve the format of the original information while encrypting
it. Instead of completely altering the input value, FPE replaces it with an encrypted value that maintains the
original format. This technique is beneficial when the format of the data needs to be retained for
compatibility or usability reasons.

0 Deterministic Encryption Scheme

This cryptosystem ensures that the same plaintext, when encryptedwith the same key, always produces
the same ciphertext, even across different executions of the encryption algorithm. In this scheme, an input
value is replaced with a token generated using AES (Advanced Encryption Standard) in Synthetic
Initialization Vector mode (AES-SIV). This deterministic approach is valuable in scenarios where
consistency in encryption results is necessary.

G) Self-Sovereign Identity (SSI):

Self-Sovereign Identity (SSI) is a decentralized identity management model that
empowers individuals to have control over their own digital identities without the need for
intermediaries. It enables individuals to manage and share their personal information
securely, while maintaining privacy and control over how their data is used.

SSltechnology allows people to self-manage their digital identities without depending on
third-party providers to store and manage the data.

[0 Holder

Someone who creates their decentralized identifier with a digital wallet app and receives Verifiable
Credentials.

O Issuer
Party with the authority to issue Verifiable Credentials.

O Verifier
Party checking the credential.

Issuer Holder Verifier

Passport Department
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Credential holder

University




Key Principles:

0 User-Centricity:
SSI puts the individual at the center of identity management, allowing users to control their own identity
data and make informed choices about its use.

[0 Decentralization

Ssl relies on decentralized technologies such as blockchain or distributed ledger technology (DLT) to
remove the need for centralized authorities or intermediaries in identity management.

O Privacy and Security

SSl prioritizes user privacy and security by minimizing the collection and exposure of personal data and
leveraging cryptographic techniques to ensure data integrity and confidentiality.

O Interoperability

SSl solutions aim to be interoperable across different platforms and systems, allowing individuals to use
their digital identities seamlessly across various applications and services.

Components of SSI:

Decentralized A unique identifier assigned to individuals or entities on a decentralized
Identifier (DID) network, enabling self-sovereign identity management without reliance on
centralized registries.

cer Digital credentials issued by trusted parties that attest to specific claims or
Verifiable - A L :
attributes about an individual, such as age, qualifications, or membership
status.

Credentials

Secure digital wallets that individuals use to store and manage their verifiable
credentials, providing control over identity data and enabling selective
disclosure to third parties.

Identity
Wallets

Decentralized

Identity A distributed network of nodes and protocols that enable the creation,
Infrastructure resolution, and verification of DIDs and verifiable credentials.

(Blockchain)

Applications of SSI:

SSI solutions enable individuals to create and manage their digital identities,

Digital Identity allowing for secure authentication and identity verification in online
interactions.

Credentialing SS| facilitates the issuance and verification of digital credentials, such as

and Attestation academic degrees, professional certifications, and government-issued IDs.

SSI enables individuals to control access to their personal data and resources,
allowing for granular permissions and consent management in data sharing
scenarios.

Access Control
and Authorization
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H.

Fully Homomorphic Encryption (FHE):

Fully Homomorphic Encryption (FHE) is a cryptographic technique that allows computations
to be performed on encrypted data without the need for decryption. It enables secure and
privacy-preserving computation on sensitive data while it remains encrypted, preserving
confidentiality throughout the computation process.

Key Principles:

0 Homomorphic Properties:

FHE schemes have homomorphic properties that allow mathematical operations to be performed
directly on encrypted data, generating encrypted results that are equivalent to performing the same
operations on plaintext data.

O End-to-End Security

FHE ensures end-to-end security by allowing data to remain encrypted at all times, even during
computation. This protects sensitive data from exposure to unauthorized parties, including service
providers or third-party processors.

O Privacy-Preserving Computation

FHE enables privacy-preserving computation on sensitive data, allowing for secure outsourcing of
computation to untrusted parties or cloud service providers without revealing the underlying data.

Applications of FHE:

0 Secure Outsourced Computation
FHE enables secure outsourcing of computation to untrusted parties, such as cloud service providers,
while preserving data confidentiality.

O Privacy-Preserving Data Analytics

FHE allows for privacy-preserving data analytics and machine learning on encrypted data, enabling
organizations to derive valuable insights from sensitive data without compromising privacy.

O Encrypted Query Processing

FHE enables encrypted query processing, allowing queries to be executed directly on encrypted
databases without revealing the query contents or underlying data.
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Differential Privacy:

Differential Privacy is a privacy-enhancing technique that aims to protect the privacy of
individuals' sensitive information while still allowing useful insights to be derived from the
data. It provides a mathematical framework for quantifying and controlling the privacy risk
associated with releasing statistical information about a dataset.

Key Principles:

O Noise Addition
Differential Privacy adds carefully calibrated noise to query results or data aggregates to mask
individual contributions to the data, thereby preventing the inference of sensitive information about
specific individuals.

— One example mechanism of adding noise for differential privacy is the Laplace mechanism:

The Laplace mechanism introduces noise to a function's output for differential privacy, with the noise
level based on the function's sensitivity and drawn from a Laplace distribution. Sensitivity here
indicates the extent of variation in the function's output due to the modification of a single
individual's data in the input set, guiding the necessary noise level to ensure privacy protection.
Higher sensitivity of the function necessitates greater noise addition.




O Privacy Budget:
Differential Privacy introduces a privacy budget parameter that quantifies the maximum allowable
privacy loss associated with data release or query processing. The privacy budget determines the level
of privacy protection applied to the data.

[0 Trade-Off Between Privacy and Utility:
There is a trade-off between privacy and data utility in Differential Privacy. Increasing privacy protection
by adding more noise may reduce the accuracy or utility of the released data for certain analyses or
applications.

FUNCTION

DATA WITH NOISE

SENSITIVITY =

(]

Choose a noise
addition mechanism

Determine the
functions sensitivity

Applications of Differential Privacy:

O Privacy-Preserving Data Analysis
Differential Privacy enables privacy-preserving data analysis and statistical queries on sensitive
datasets, allowing organizations to share aggregated statistics or analytics results while protecting
individual privacy.

O Data Sharing and Release
Differential Privacy is used to release or share aggregated data or statistics while preserving the privacy
of individuals in the dataset. It allows organizations to provide valuable insights from their data without
revealing sensitive information about individual data subjects.

O Privacy-Preserving Machine Learning
Differential Privacy is applied in privacy-preserving machine learning tasks where sensitive data needs
to be protected during model training or inference. It enables secure and privacy-preserving machine
learning operations while maintaining the confidentiality of individual records.
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J.Synthetic Data

Synthetic data is a form of data fabricated entirely by algorithms, designed to simulate the
characteristics of real-world data without including any actual personal or sensitive
information. This artificial data generation involves statistical models and machine learning
techniques that capture the patterns, trends, and correlations found in genuine datasets,
creating new data points that mimic the original data's structure and behavior. The critical
distinction is that synthetic data doesn't correspond to real individuals, making it inherently
privacy-preserving. A trade-off must be found between the utility and the privacy, when
working with synthetic data.

Maximum o
privacy s |deal situation

Acceptable
trade-off

Data privacy

AN
4

Maximum

Data utility utility

No privacy
No utility

Key Principles

O Privacy Preservation
By design, synthetic data does not correspond to any real individuals, thus inherently safeguarding
personal privacy.

0 Data Utility Maintenance
Despite being artificially generated, synthetic data retains the utility of real-world data, enabling
meaningful analysis and decision-making.

O statistical Representation
Ensures that the synthetic dataset accurately represents the statistical properties of the original data,
making it suitable for various applications.

Applications of Synthetic Data

O Data Sharing and Collaboration

Facilitates the sharing of datasets across organizations or with the public without disclosing sensitive
information, promoting transparency and innovation.

O Training Machine Learning Models

Provides a privacy-compliant way to train and test machine learning models when access to real data
is restricted or poses privacy concerns.

0 Regulatory Compliance Testing
Allows companies to test systems and algorithms for compliance with data protection regulations
without risking exposure of personal data.

0 Research and Development

Supports R&D activities in sectors where data privacy is crucial, such as healthcare and finance, by
providing rich datasets devoid of privacy risks.
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K. Secure Multi-Party Computation (SMPC)

Secure Multi-Party Computation (SMPC) is a cryptographic method that allows multiple
parties to jointly compute a function over their inputs while ensuring those inputs remain
private. It facilitates collaborative computation without exposing individual data, crucial for
privacy-preserving data analysis and financial transactions.

Key Principles

O Data Privacy

SMPC ensures that each party's data inputs remain confidential, even from other participants in the
computation process.

O Computation Integrity

Despite the data privacy, SMPC guarantees the correctness of the computation outcome, ensuring trust
among parties.

O Collaborative Computation

Enables parties to collaborate on computations that require pooling data, without actually sharing the
underlying data itself.

Applications of SMPC

O Privacy-Preserving Data Analysis

Allows organizations to perform data analytics and derive insights from combined datasets without
exposing sensitive information.

[ Secure Financial Transactions

SMPC can facilitate secure and private financial operations, such as multiparty payment splitting,
without revealing individual financial details.

O Collaborative Research and Development

Enables entities across various sectors to collaboratively engage in R&D while protecting their
intellectual property and data.

L. Blockchain for Privacy Management

Blockchain technology leverages its decentralized nature to create transparent, immutable
records of transactions, enhancing data integrity and auditability. It plays a pivotal role in
managing privacy by ensuring secure, verifiable transactions without compromising
individual data privacy.

Key Principles
O Decentralization
Eliminates the need for a central authority, reducing the risk of data manipulation and breaches.

O Immutability
Once recorded, the data cannot be altered, ensuring the integrity of transaction records.

O Transparency with Privacy

While the blockchain is transparent, privacy can be maintained through techniques such as encryption
and anonymous transactions.
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Applications of Blockchain for Privacy Management

O Consent Management

Records consent transactions in an immutable manner, allowing individuals to manage and revoke
consent as needed.

O Identity Verification
Provides a secure and private way to manage digital identities, reducing fraud.

O Data Integrity and Auditability

Ensures that data remains unchanged over time, facilitating audit trails for compliance and
governance.

M. Federated Learning

Federated Learning is a machine learning approach that trains algorithms across multiple
decentralized devices or servers holding local data samples, without the necessity of
exchanging the data. This model improves accuracy and predictive power without
compromising data privacy.

Key Principles
O Privacy by Design
Keeps sensitive data on local devices, reducing the risk of privacy breaches.

O Collaborative Learning
Allows models to learn from a wide dataset distributed across many devices.

O Data Efficiency:
Reduces the need to centralize large volumes of data, minimizing data transmission and storage costs.

Applications of Federated Learning

O Privacy-Preserving Al Models
Develops Al models that can be trained on user data without ever exporting the data to a central server.

O Cross-Organizational Collaboration

Enables organizations to collaboratively improve Al models without sharing sensitive or proprietary
data.

[0 Personalized User Experiences

Enhances user experiences by allowing models to learn from user interactions locally, maintaining
personalization while preserving privacy.

N. Privacy-Preserving Record Linkage (PPRL)

Privacy-Preserving Record Linkage (PPRL) allows for the linkage of records across different
databases without disclosing the identity of the individuals to whom the records belong.
This facilitates the integration of information from diverse sources while safeguarding
privacy.
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Key Principles
O Anonymization

Ensures that identifiers used for linkage do not reveal personal information.

0 Data Utility Preservation
Maintains the usefulness of linked data for analysis or research purposes.

O Confidentiality:
Protects sensitive information during the linkage process.

Applications of Blockchain for Privacy Management

O Health Research

Links patient records across multiple healthcare providers to support comprehensive research while
protecting patient confidentiality.

O Government Services

Enables government agencies to merge records from different departments to improve service delivery
without compromising privacy.

O Cross-Domain Data Integration
Facilitates the combination of datasets from different domains for richer data analysis and insights.

o.
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Zero-Knowledge Proofs (ZKP)

Zero-knowledge proofs (ZKP) enable one party to prove to another that a statement is true
without revealing any information beyond the validity of the statement itself. ZKP offers a
powerful method for ensuring privacy in transactions and verifications.

Simply put, a zero-knowledge protocol is a method by which one party (the prover) can
prove to another party (the verifier) that something is true, without revealing any
information apart from the fact that this specific statement is true.

There is another concept known as a Non-Interactive Zero-Knowledge Proof (NIZKP) which
is a cryptographic protocol that allows a prover to demonstrate to a verifier that a
statement is true without revealing any additional information and without requiring any
interaction between them. It ensures that the verifier learns nothing beyond the validity of
the statement itself. NIZKPs typically rely on a common reference string (CRS) shared by
both parties, which facilitates the generation and verification of the proof. This protocol is
widely used in applications like cryptocurrencies, secure authentication, and digital
signatures, enhancing privacy and security by eliminating the need for interactive
communication while maintaining the integrity and confidentiality of the information.

Key Principles of ZKP

O Privacy Preservation
Allows the prover to validate the truth of a claim without sharing any underlying data.

O Verification Without Disclosure
Enables the verifier to confirm the claim's truthfulness without gaining any additional knowledge.

O Computational Efficiency

Recent advancements have made ZKPs more practical for various applications through improvements
in computational efficiency.




Applications of ZKP

O Secure Authentication
Verifies a user's identity without exposing login credentials or personal information.

O Private Transactions
Supports transactions where the sender, receiver, or other transaction details remain confidential.

O Regulatory Compliance

Allows organizations to prove compliance with regulatory requirements without disclosing sensitive or
proprietary information.

Popular Blockchain Zero Knowledge Proof Systems

zk-SNARKs (Zero-Knowledge Succinct Non-Interactive Arguments of Knowledge)

zk-SNARKs are cryptographic proofs that allow one party to prove to another that a
statement is true without revealing any information beyond the validity of the statement.
They are known for their succinctness, producing very small proofs that can be verified
quickly. However, zk-SNARKs require a trusted setup phase to generate a common
reference string, which must remain secret to maintain security. This characteristic makes
them highly efficient and suitable for privacy-focused blockchain applications, such as
Zcash, where they are used to validate transactions without revealing the details.

zk-STARKs (Zero-Knowledge Scalable Transparent Arguments of Knowledge)

zk-STARKs are a type of zero-knowledge proof that enhances transparency and scalability.
Unlike zk-SNARKS, zk-STARKs do not require a trusted setup, making them more secure and
transparent. They are designed to handle larger computations efficiently and are believed
to be resistant to quantum computer attacks, ensuring long-term security. Although
zk-STARKs typically produce larger proof sizes compared to zk-SNARKs, their ability to
maintain transparency and scalability makes them ideal for large-scale blockchain
applications where security and trust are paramount.

Bulletproofs

Bulletproofs are a zero-knowledge proof protocol optimized for range proofs, allowing one
to prove that a value lies within a specific range without revealing the value itself. They do
not require a trusted setup phase, which enhances security and trustworthiness.
Bulletproofs generate relatively short proofs, though their verification time is longer
compared to zk-SNARKs, making them less suitable for applications that require rapid
verification. They are primarily used in privacy-focused blockchain projects like Monero to
ensure transaction confidentiality without compromising efficiency.




Current Challenges in Privacy Engineering

Conflicting
Privacy
Regulations

Data Integration
and Compatibility

Ensuring Privacy
in Emerging
Technologies

Consent
Mechanism

Privacy in
Cross-Domain
Collaborations

Managing
Data Lifecycle
and Retention
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Reconciling differing privacy regulations and requirements across various
industries and geographic regions poses a significant challenge for privacy
engineering. Organizations must navigate complex regulatory landscapes
such as GDPR, CCPA, HIPAA, and sector-specific regulations, leading to
compliance challenges and legal uncertainties.

Integrating data from diverse sources while maintaining privacy constraints
presents technical hurdles. Data may vary in structure, format, and
governance, requiring interoperability solutions and standardized data
exchange formats to ensure compatibility and data consistency.

Rapid advancements in emerging technologies such as Al, IoT, and blockchain
introduce new privacy concerns. Privacy engineering must adapt to address
the unique challenges posed by these technologies, including algorithmic bias,
data transparency, and decentralized data storage, to uphold privacy
principles effectively.

User consent poses several challenges for privacy engineering. These include
navigating differing consent requirements across jurisdictions, managing
granular consent for various data processing activities, implementing dynamic
consent systems that update user preferences in real-time, and designing
user-friendly consent interfaces to prevent user fatigue. Additionally, handling
consent revocation efficiently, ensuring auditability and compliance through
detailed logging, managing third-party data sharing to respect user consent
,add layers of complexity.

Facilitating data sharing and collaboration across different domains while
preserving privacy presents complexities. Privacy engineering must address
interoperability issues, define data-sharing agreements, and implement robust
privacy-preserving techniques to enable secure cross-domain collaborations
without compromising privacy.

Effectively managing the lifecycle of personal data, including collection,
storage, usage, and deletion, presents challenges for privacy engineering.
Organizations must establish clear data retention policies, implement data
minimization techniques, and adopt secure data disposal practices to mitigate
privacy risks throughout the data lifecycle.



MAPPING TECHNOLOGY
TO SECTOR-SPECIFIC PROCESSES

Understanding Privacy needs of Fintech, BFSI,
Retail and Critical Infrastructure sectors

Understanding the privacy needs of diverse sectors such as FinTech, Banking, Financial
Services and Insurance (BFSI), Retail, and Critical Infrastructure is essential for developing
effective privacy engineering strategies. Each sector faces unique challenges and regulatory
requirements that shape their approach to privacy. Below is an overview of the privacy needs
and considerations for each sectors.

Across all sectors, there are common themes in privacy needs, including the importance of
regulatory compliance, the need for robust data protection measures, and the balance
between utilizing data for business purposes and respecting individual privacy rights. However,
the specific application of privacy engineering principles must be tailored to the unique
challenges and regulatory landscapes of each sector.

Privacy Needs of these sectors

O Fintech

Fintech companies process vast amounts of sensitive financial and personal data, necessitating strong data
protection and user consent management. They also face the challenge of balancing innovation with
regulatory compliance.

O BFSI

The BFSI sector deals with highly sensitive information, requiring stringent data protection measures and robust
mechanisms for identity verification and fraud prevention.

O Retail

Retailers collect detailed customer data for personalization and operational efficiency. They need to manage
this data in a way that respects customer privacy and complies with regulations.

O Critical Infrastructure

Critical Infrastructure sectors (such as energy, transportation, and utilities) are increasingly digitized, raising
concerns about the privacy and security of the data they handle, especially regarding national security and
service continuity.

This table highlights the tailored approach needed for each sector, taking into account the
unique types of data collected and the specific privacy challenges they face.

Sector Type of Data Where Privacy Recommended Privacy Engineering
Collected is Needed Privacy Technologies Considerations
Personal Data storage, Encryption, Identity Implement Privacy by
identification processing, and Verification Design to integrate
info (PII), transmission; Technologies, privacy into product
FinTech finomcicl_ identity ' Bl'ockchqin, . developmgnt. Regularly
transactions, verification; Differential Privacy. conduct Privacy Impact
account regulatory Assessments (PIAs) to
details, credit reporting. identify and mitigate
scores. risks.
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Sector

Critical
Infrastructure

Type of Data

Where Privacy

Recommended

Privacy Engineering

Collected is Needed Privacy Technologies Considerations

Pll, account Data storage and Data Anonymization | Adherence to stringent

details, access, online and guidelines set by key

transaction transactions, Pseudonymization, regulatory bodies RBI,

history, customer service SMPC, Access IRDAI, SEBI.

investment interactions, Control Mechanisms, | These guidelines

records, third-party sharing. Encryption. encompass specific

insurance mandates

claims. necessitating BFSI
institutions to
incorporate robust
privacy measures.
DPDPA underscores the
importance of consent,
data minimization, and
data localization,
compelling institutions
to reassess and align
their data processing
practices accordingly.
Integrate PbD principles
into their IT systems
and business practices,
conduct regular Privacy
Impact Assessments
(PIAS) to evaluate and
mitigate risks, and
establish a
comprehensive data
governance framework
that emphasizes data
accuracy, minimization,
and retention.
awareness and
compliance within the
organization.

Customer E-commerce Encryption, Consent Focus on

names, platforms, point of Management transparent privacy

addresses, sale systems, Platforms, Data policies and

payment marketing and Minimization user-friendly

information, personalization Techniques, consent

purchase efforts, third-party Differential Privacy. mechanisms. Use

history, analytics. Privacy-Aware User

browsing data, Interface Design to

loyalty empower customers

program with control over

details. their data.

Employee PII, System controls, TEE, Blockchain for Prioritize Security

operational incident reporting, supply chain, and Privacy by

data, personnel Encryption, Design in the

infrastructure management, Anonymization for development of

details, vendor interfaces, reporting. critical systems.

incident regulatory Implement robust

reports, supply | compliance access control and

chain reporting. identity

information. management

systems to limit data
access to authorized
personnel only.



INDIA PRIVACY
ENGINEERING ECOSYSTEM

As India embraces rapid digital transformation and technological advancements, ensuring
the privacy and protection of its citizens' personal data has become paramount. India’s
approach to privacy aims to strike a balance between fostering innovation and safeguarding
individual rights. In this section, we delve into the intricacies of India privacy, exploring its legal
framework, data protection measures, solution ecosystem and the evolving landscape of
digital privacy in the country.

India’s commitment to privacy protection and data security is evident in its evolving legal
framework and data protection measures. As the nation continues its digital journey, the need
to strike a balance between technological advancement and individual rights remains crucial.
By empowering citizens with control over their personal data and adopting privacy-centric
practices, India aims to build a secure and trustworthy digital ecosystem.

The Digital Personal Data Protection Act of 2023 (DPDPA), India’'s long-awaited comprehensive
legislation safeguarding personal data, was finally enacted on August 11, 2023. After more than
five years of deliberation, this landmark legislation was passed, marking it as the first
cross-sectoral law concerning personal data protection in India. Aim of the DPDPA is to
establish a robust data protection framework with minimal disruption to the data-dependent
society and to facilitate ease of living and ease of doing business by fostering an
innovation-centric ecosystem.

The DPDPA holds significant implications for numerous foreign businesses, including SMEs,
which either operate within Indiq, rely on Indian service providers or group service companies
for their operations, or seek to enter Indian markets.

Furthermore, the DPDPA safeguards individuals' rights to access information about the
processing of their personal data and ensures their rights to rectify and erase data when
necessary.

m Opportunities and Challenges

India, with its burgeoning digital ecosystem and rapidly evolving regulatory landscape,
stands at the forefront of privacy engineering advancements. This segment delves into the
current state of privacy engineering in India, highlighting the opportunities and challenges
shaping the landscape.

Opportunities

01 Regulatory Framework Advancements:

The impending enactment of the Digital Personal Data Protection ACT (DPDPA) and alignment with

global standards like the General Data Protection Regulation (GDPR) present a significant opportunity
for organizations to bolster their privacy engineering practices. Compliance with these regulations can
enhance consumer trust and competitiveness in the global market.
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02 Growing Awareness and Adoption

There is a noticeable uptick in awareness regarding data privacy issues among Indian businesses and
consumers. This increased awareness is driving organizations to invest in privacy engineering
measures, leading to the adoption of privacy-enhancing technologies (PETs) and privacy-by-design
principles.

03 Emergence of Privacy-Centric Startups

India’s vibrant startup ecosystem is witnessing the rise of privacy-centric startups offering innovative
solutions to address data privacy challenges. These startups are leveraging cutting-edge
technologies to develop PETs, compliance tools, and privacy-focused products and services, thereby
contributing to the growth of the privacy engineering domain.

Challenges

(0] | Resource Constraints

Many organizations, especially small and medium enterprises (SMEs), face resource constraints in
terms of budget, expertise, and infrastructure for implementing comprehensive privacy engineering
measures. Limited access to funding, shortage of skilled professionals, and inadequate technological
capabilities pose significant challenges to privacy compliance and data protection efforts.

02 Data Localization Requirements

In specific sectors, for certain categories of personal data, data localization requirements mandate
the storage and processing of this data within the country. While intended to enhance data
sovereignty and security, these requirements may pose logistical and operational challenges for
organizations, especially multinational companies operating across borders.

03 Cybersecurity Threat Landscape

India’s rapidly expanding digital footprint exposes organizations to a myriad of cybersecurity threats,
including data breaches, ransomware attacks, and insider threats.
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India Privacy Engineering Solutions Landscape

Company

Description

Products

PRIVASAPIEN
01 TECHNOLOGIES
PVT. LTD.

Category:

Data Protection Impact
Assessment, Anonymisation,
Pseudonymization, Synthetic
Data, Large Language Model,
Al Governance.

Solutions:

PERAI Solutions (Privacy
Enhancing and Responsible Al)

https://www.privasapien.com/

Privacy X-Ray (Privacy Threat
Modelling, Attack Simulation,
Mitigatory Recommendation)

Prescriptron (Augmented Data
Protection Impact Assessment)

Eventhorizon (Anonymization)
Cryptosphere (Pseudonymizatiom)
Datatwin (Synthetic Data)

Differentialinsight (Privac
Preserved Insight Sharing

Privagpt (Privacy Preserved
LLMOPs & MLOPs and Al
Governance)

ARDENT PRIVACY
PVT. LTD.

Area:
Data Security & Privacy

https://www.ardentprivacy.ai/

Turtleshield PA (Privacy Automation)
Turtleshield DI(Data Inventory)
Turtleshield PI (Privacy Intelligence)
Turtleshield DM (Data Minimization)
Turtleshield AD (Assured Deletion)

Turtleshield CM (Consent
Management

Turtleshield RA (Responsible Ai - Ai
Governance)

Automate Privacy Training

HYPERMINE
TECHNOLOGIES
PVT. LTD.

Category:.

Blockchain Security &
Data Security

https://www.hypermine.co/

Cavach — Privacy Centric ID
Verification

Edv (Encrypted Data Vault) —
Privacy Cloud Storage

AURVA (PIICRYPT
INFOSEC PVT. LTD.)

Category:

DAM (Database Activity
Monitoring), Data Discovery
and Classification, Data
Access Governance (DAG)
and Dtaa Reduction.

https://www.aurva.io/

Aurva Sage (Complete DPDPA
Solution) — Data Discovery and
Classification, Data Flow
Analysis, Advanced Threat
Intelligence, Consent
Management.

Aurva Dam - Machine
Identities , User Identities

My Data My
Consent

https://mydatamyconsent.com/

Using ZKPs with BBS+
signatures, Anoncreds using
SKPs.
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Company

Description

Products

JISA SOFTECH

S PRIVATE LIMITED

Area:

Application Security,
Data Security & Privacy,
Hardware Security

https://www.jisasoftech.com/

CryptoBind SecureVault
(PIl Data Vault)

CryptoBind SecureMask
(Dynamic Masking Solution)

CryptoBind SecureToken
(Vaultless Tokenization, Data
Pseudonymization, Data
Anonymization

CryptoBinD SecureData
(Hoomorphic Encryption)

CryptoBind CCM (Confidential
Computing Manager)

I WHITEHATS

https://whitehats.in/global/

Data Foresight — GDPR — Pl
Data Discovery

Compliance Foresight — Risk
Management, integrated VM,
IRDA COMPLIANCE, ISO 22301,
ISO 27001 :2022, SEBI
COMPLIANCE.

I -

Solutions category:

LLM PII Detection,
Polymorphic Encyption,
Governance, LLM Inference
Security, Secure Workflows,
Tokenisation.

https://www.skyflow.com/

Pl Vault

Fintech Vault, Healthcare and
LLM Vault.

I b

Specializes in Guiding SMBs
to Achieve ISO 27001, SOC 2,
PCI-DSS, GDPR and More

Ayottaz Intelligence Cuts
Security Expenses, Reducing
Compliance Costs and
Improving your Bottom Line.
Our Solutions Enhance Client
Trust, Streamline Sales Cycles,
and Boost Profitability.

DISECTO

https://www.disecto.com/

Incog — Data Discovery, Data
Classification, Data
Anonymisation , Data Loss
Prevention.

Ekaant - Homomorphic
Encrption, Decentralised
Network, Zero Knowledge
Proofs, Blockchain Technology.
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Company

Description

Products

L ZEOTAP

https://zeotap.com/

Zeotap CDP (to Integrate, Unify,
Segment and Orchestrate
Customer Data now and in the
Cookie-less Future, all while
putting Consumer Privacy and
Compliance Front-and-centre.)

I b

https://moibit.io/

MoiBit Implements a
Cryptographically Controlled
P2p Content Addressed Data
Layer with the Trust of a
Blockchain on Top of Cloud and
Decentralized Storage Networks.

GURUPADA
DIGITAL
TECHNOLOGIES

Transform your Thriving
Business by Protecting your
Digital Assets & Business
Aata to Build Trust &
Compliance

https://gurupada.digital/

Digital Security Advisory
& Consulting

Digital Risk
Assessment
Digital Data Privacy & Protection

Digital Security & Compliance

Ederlabs, we Deeply Care
about Ethics and Privacy in
the Digital World. We Aim to
Enable Organizations to
Adopt Al and Extract Value
from Locked Sensitive Data

Solution: Fluid Data Access
Fluid can be used as a
White-Labeled Solution that
Integrates with your Solution.
Access Sensitive Data from
your Partners with a Simple

ERIER A2 in a Scalable yet Privacy One-time Setup. With Fluid your
Preserving Manner. Partners can Easily Apply
Access Controls and Privacy
Policies before Sharing Data.
Area of expertise: Fluid provides a Unified
platform security Low-code Interface for Data
Users and Data Providers to
Collaborate.
OneTrust is the trust OneTrust Privacy & Data
intelligence cloud platform Governance Cloud
organizations use to
transform trust from an OneTrust GRC & Security Cloud
ONETRUST abstract concept into a

measurable competitive
advantage.

https://www.onetrust.com/
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Innovative Solutions from Startups

Z~\ Privasapien Technologies Pvt. Ltd. @ Bengaluru
. l))) Evolution for the Privacy & Al Era www'p"vasqplen‘com

Area: Data Security & Privacy, Privacy Engineering & Al Governance.

Established in the year 2020

It is at forefront of Privacy Engineering

PrivaSapien's platform helps businesses in accelerating their privacy by design & Responsible Al journey
using PERAI (Privacy Engineering and Responsible Al) Solutions.

Category
Data Protection Impact Assessment, Anonymization, Pseudonymization, Synthetic Data, large language model
and Al Governance.

Sub category
Database Activity Monitoring (DAM), Data Discovery and classification, Data Access Governance (DAG) and

Data Reduction.

Technology
PERAI (Privacy Enhancing and Responsible Al) solutions.

= Category:
Privacy threat modelling, Attack Simulation, Mitigatory recommmendation.

* Description:
Privacy X-ray helps organisations visualize privacy risks and provides actionable insights for mitigating
data risks.

Empowers DPO, application and analytics teams to do automated & mathematical privacy risk
assessment based on which DPIA can be done.

= Category:
Augmented Data protection Impact assessment

Description:
Prescriptron facilitates augmented DPIA for enterprises, ensuring necessary and proportionate data
processing.

It aids in responsible data management by assessing privacy intrusion risks and enables proactive
identification and mitigation of potential threats, enhancing overall data security and compliance with

regulations.

EventHorizon

= Category:
Anonymization

* Description:

Event Horizon goes beyond protecting individual identities and allows responsible data collaboration.

Employs context-based anonymization to safeguard sensitive information while maintaining data utility.
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= Category:
Pseudonymization

= Description:

CryptoSphere helps organization towards Privacy Loss Prevention and in pseudonymized data collaboration
in complex business ecosystems enabling data minimization.

Data Twin

= Category:
Synthetic data

= Description:

Data Twin creates synthetic representations of a data ecosystem.

Helps organizations perform extensive simulations without texposing exposing sensitive sensitive data to
drive decision and innovation.

Differential Insight

= Category:
Privacy Preserved Insight Sharing

= Description:

Differentialinsight employs differential privacy and establishes a privacy budget.
Users can query the database within the allocated budget.

Privacy is maintained byadjusting the budget in accordance with privacy requirements, restricting queries if
the privacy threshold is at risk.

PrivaGPT

= Category:
Privacy preserved LLMOps & MLOps and Al Governance.

= Description:

PrivaGPT is a revolutionary Al Governance product, which can enable organization in building secure,
trustworthy & esponsible Al ecosystem by empowering end user safety, model security and privacy
preserved data for training, by understanding the risk at prompt/response level and using privacy
preserving synthetic prompt engineering.
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My Data My consent @ Hyderabad

www.mydatamyconsent.com

@

My Data My Consent

Area: Data Security & Privacy
Founded in the year 2018
First democratized data- sharing platform

= Description

+ My Data My Consent is a data organisation & consent platform. My Data My Consent lets you decide
what to share and when to share.

+  You can connect, see all in one financial overview (25+ monetary instruments supported) and share it
with family, friends, and third parties at your consent in a secure way.

+ My Data My Consent also organises and keeps the original and tamper- proof documents to prove
their authenticity instantly via cryptographically secure signatures from the Issues.

= Services

«  They provide services for individuals, partners and organisations.
*+ Manage documents.

+ Manage financial accounts.

+ Electronic health records.

« Data consent approvals - My Data My Consent auto-attaches relevant verified documents, financial
accounts & medical records during applicationprocess.

+  Secure share records make data sharing quick and seamless, make informed choices and track who's
accessing data in real time.

- JISA Softech Pvt. Ltd. @ bune
)
GJISA

+ Area: Application Security, Data Security & Privacy, Hardware Security.

+ Founded in the year 2017

« It offers Cryptographic Solutions to Financial Institutions, Manufacturers, Enterprises and Government
Agencies.

- It provides Cybersecurity Solutions specializing in Hardware Security Modules(HSM), Public Key
Infrastructure(PKI), Cryptography, Tokenization, Data Encryption, Data Privacy.

CryptoBind Secure Vault

= Category:
Data Privacy Vault, Pll Data Vault, Data Privacy Module.

= Description:

CryptoBind's Data Privacy Vault is built using a zero trust architecture that protects sensitive data and
gives an organization the power to implement strict granular access controls.

Employs polymorphic encryption which keeps data encrypted at rest, in transit, and in memory.

It utilizes multiple encryption and tokenization techniques to ensure optimal security without sacrificing
data usability.
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CryptoBind Secure Mask

= Category:
Masking

= Description:

Helps organizations apply data masks to data in real time - applying specific masks to specific data sets
based upon who is accessing the data.

Applications can obfuscate specific data leveraging centralized CryptoBind SecureMask the moment users
access data in their application - allowing strict enforcement of data privacy and industry compliance.

CryptoBind SecureToken

= Sub Category:
Tokenization, Anonymization

= Description:

CryptoBind SecureToken allows companies to deploy tokenization natively in applications, the moment
data is created.

Supports multiple tokens i.e Format Preserving, Format Targeting (Customize tokens based on characters
and length), Random Number Generation (RNG) generated in software or hardware security modules
(HSMs), Encryption Generation, Single Use Token, Multi-Use Tokens and multiple Token Formats (Generate
multiple token formats (alphanumeric, numeric, or binary data format)

CryptoBind SecureData

= Sub Category:
Encryption

= Description:

The product uses true value of homomorphic encryption which enables organizations to share private data
to be evaluated securely without jeopardizing privacy.

CryptoBind manages and enforces security policies including identity verification, data access control,
and attestation to ensure the integrity and confidentiality of data, code, and applications.

CryptoBind CCM

= Category:
Data Privacy

= Description:

CryptoBind Confidential Computing Manager enables applications to run in confidential computing
environments, verifies the integrity of those environments, and manages the enclave application lifecycle.

The solution orchestrates critical security policies such as identity verification, data access control, and code
attestation for enclaves that are required for confidential computing.
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Hypermine Technologies Pvt. Ltd. @
e Hypermine Bengaluru

« Area: Blockchain Security & Data Security

+ Founded in the year 2017

« Itis an Avant-garde Technology and Research Organisation, a Pioneer in the Realms Of Digital Identity,
Data Privacy and Security.

«  With a Robust Foundation rooted in Distributed Systems, Machine Learning and Cryptography.

= Category:

Privacy Centric ID verification.
= Description:

Aadhar verification solution designed to facilitate businesses in achieving compliance with India’s digital
personal data protection act, 2023.

Cavach employs state-of-the-art security measures, including Zero Knowledge Proofs (ZKP), ensuring that
no user's personal indentifiable information is stored, thereby safeguarding against data hacks and
breaches.

EDV - Encrypted Data Vault

= Category:
Privacy cloud storage

= Description:

EDVs represent a revolutionary advancement in data storage security.

The encryption employed by EDVs ensures that even in case of unauthorised access, the stored data
remains indecipherable, minimising the risk of extracting meaningful information.

PIICRYPT INFOSEC Pvt.Ltd. (AURVA) @ Bengalury

- Area: Data Security & Privacy, Fastest and easiest way to DPDPA Compliance.
« Aurva provides completely Agentless, Advanced DAM offering Designed to provide Advanced Data
Protection Solutions that Secure Sensitivelnformation from Internal.

Product Service

= Category:

Data security & privacy

= Sub Category:

Database Activity Monitoring (DAM), Data Discovery an Classsifcation, Data Access Governance (DAG),
Data Security Posture Management (DSPM), and Data Redaction.

= Technology:
eBPF (Kernel Level Collector), Advanced Al for Threat Intelligence.

49




Product Description

Aurva Sage (complete DPDPA solution)
= Description:

« Data discovery and classification
« Data flow analysis

« Advanced threat intelligence

- Consent management

Aurva DAM

= Description:
« Machine Identities - eBPF based solution, monitors every database query made, providing behavioral
anomalies to identify any compromised actors.

* User identities to monitor DB admin activity, Aurva provides passsive gateway through which
administrative activities can be observed and controlled.

I;i{[ ardent Ardent Privacy Pvt. Ltd. @ pune/Maryland

Data privacy simplified and autormated. www.qrdentprivqcy.ai

« Area: Data Security & Privacy

« Incorporated in the year 2020

«  Through "Turtleshield” platform, it facilitates quick Implementation and Management of Data Privacy.

«  This Solution provides Rapid visibility into Data Assets, enabling Actions for Privacy Compliance, Al Risk
Governance, Data Protection and Cost Reduction Associated with Compliance and Data Breaches.

Turtleshield PA

= Sub Category:
Privacy Process Automation

= Technology:
Security And Process Automation

= Description:

It automates and streamline privacy- related processes and tasks.
Automate Privacy Impact Assessment (PIAs)

Low code platform to fully customize PIAS & DPIAS

Gamification and reward (KPI) model for stakeholders

Gamification and reward (KPI) model for stakeholders

10)




Turtleshield DI

= Sub Category:
Data Asset Inventory

Technology:

Machine Learning, Data Discovery, Artificial Intelligence

= Description:

It automates data asset inventory and performs realistic data mapping.

Data discovery, identification and mapping of sensitive data assets is done using machine learning
empowering/enabling prioritization of data at risk and implementation of security controls.

TurtleSheild PI

= Sub Category:
Privacy Intelligence
= Technology:
Artificial Intelligence & Machine Learning, Data Discovery.

= Description:

It applies the unique oil drilling- like approach to data discovery across the entire data footprint and not
just a subset of data.

With appropriate prioritization, it focuses on data which matters the most while offering meaningful
insights into enterprise data.

Turtleshield DM

= Sub Category:
Data Minimisation

Technology:
Machine Learning, Data Discovery, Artificial Intelligence.

= Description:

It helps you reduce the data and focus on enterprise-centric data.

It can provide you detailed insights to get rid of non-essential data, reducing cost of security and storage
and building confidence of business owners and data custodians.

Turtleshield AD
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= Sub Category:
Software as a service (Saas)

Technology:
Data Discovery, Data Sanitization, Data Tracking, Automation.

= Description:

It enables businesses to achieve full compliance with privacy regulations and eliminate legal liability.

It emphasizes secure data lifecycle and offers cost-efficient approach to data deletion.




TurtleSheild CM

Sub Category:
Consent Management

Technology:

Application Consent Management.

Description:

It automates required user privacy notices, the gathering and management of consent/opt-out privacy
preferences, and the operational honoring of preferences by both internal and downstream third-party
data sharers.

Post-Cookie Enterprise.

Consent Easy Integration and Setup, Mobile consent.

TurtleSheild RA

Sub Category:
Al Governance

Technology:
Artificial Intelligence

Description:

It assesses and audits any third- party vendor of an Al system that uses your organization’s data.

Automated tool both guides through a vendor risk assessment, evaluates, and identifies the potential data
protection impact.

Goal is to assist organisations in building Al ethics by design.

Automated Privacy Learning
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Sub Category:

Al Governance

Technology:

Learning Management System

Description:

The goal of privacy training and awareness is to inform the general workforce about the laws governing
data privacy and the company's policies and ensure that both are followed internally andexternally.

Educating staff members about the distinction between data security and privacy is crucial for successful
privacy awareness training.




Case Studies of Indian Startups Pioneering
Privacy Engineering

Use Case 1: Leveraging My Data My Consent for Issuing Internationally Verifiable and
EU-Compliant Mobile Driving Licenses

A Foreign Transport Department aimed to modernize its licensing system to align with
evolving global standards and meet the EU's regulatory requirements. Recognizing the
potential of decentralized identity and verifiable credentials technology, the department
embarked on a project to develop internationally verifiable mDLs using ISO/IEC 18013-5
and ISO/IEC 18013-7 standards.

O Implement a secure and tamper-proof system for issuing and managing mDLs.
O Ensure compliance with ISO/IEC 18013 standards for driving licenses.

O Enable seamless verification of licenses across international borders.

O Enhance user convenience by offering mobile-based licensing solutions.

Solution & Implementation

o Development of a MDMC-based ecosystem for generating DIDs and issuing verifiable
credentials for driving licenses.

O The MDMC ecosystem consist of:

— ZKPs with BBS+ signatures: Enabling confidential transactions and interactions in blockchain networks
while preserving user privacy.

— Anoncreds using SKPs: Facilitating anonymous credential issuance and verification, ensuring
privacy-preserving authentication in digital identity systems.

— 1SO 18013-5 mDL: Standardizing mobile driver's licenses to streamline identity verification processes and
enhance security in digital identification.

— ISO 18013-7 for credentials using Mdoc formats: Establishing a framework for interoperable and secure
digital credential management, ensuring trust and authenticity in document exchange.

O Integrated MDMC-based mDLs with existing license issuance systems and mobile
applications.

O Successful issuance of internationally verifiable and EU-compliant mDLs to citizens.

O Enhanced security and integrity of driving licenses, reducing the risk of fraud and
identity theft.

O Improved user experience through mobile-based licensing solutions.

O Streamlined verification process for law enforcement agencies and border control
authorities.
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O Expansion of the mDL program to include additional types of licenses and credentials.

O Continued collaboration with international partners to promote interoperability and
standardization.

O Exploration of new use cases for decentralized identity and verifiable credentials in
government services and beyond.

Use Case 2 : Empowering Academic Mobility: Adoption of MDMC for Verifiable
Credentials by an Academic University

A leading academic institution aimed to enhance the recognition and portability of its
degrees and diplomas within the EU. Traditional paper-based certifications posed
challenges in verification and often required cumbersome processes, hindering students’
mobility and career opportunities. The university sought a modern, decentralized solution
that aligns with international standards and promotes academic autonomy.

Scope of Work

O Implement a decentralized and interoperable system for issuing and verifying
academic credentials.

O Ensure compliance with EU Commission guidelines, ISO standards, and W3C
recommendations for digital credentials.

o Facilitate seamless movement of students and professionals within the EU by
enabling verifiable credentials.

O Promote academic freedom by providing individuals with control over their own
credentials.

Solution & Implementation

0 Developed a MDMC-based ecosystem for issuing verifiable credentials for degrees
and diplomas.

o Integrated MDMC credentials with the university's academic records system and
student portals.

o Collaborated with EU Commission, ISO, and W3C to ensure compliance with relevant
standards and guidelines.

o Successful issuance of internationally verifiable, EU-compliant, and decentralized
academic credentials by University.

o Simplified verification process for employers, academic institutions, and other
stakeholders, reducing administrative burdens.
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O Expansion of the verifiable credentials program to include additional types of
academic achievements and certifications.

o Collaboration with other universities and educational institutions to promote
interoperability and adoption of decentralized credentials.

O Exploration of innovative applications of Sovrin technology in academic research,
accreditation, and lifelong learning initiatives.

Use Case : Zero-knowledge proofs on Blockchain

Hypersign is an innovative, permissionless blockchain network that manages digital
identity and access rights. Rooted in the principles of Self-Sovereign Identity (SSI),
Hypersign empowers individuals to take control of their data and access on the internet.
It provides a scalable, interoperable, and secure verifiable data registry (VDR) that
enables various use cases based on SSI.

Transaction Privacy and Confidentiality

ZKPs enable transaction privacy by allowing users to prove the validity of transactions
without revealing the transaction details. This use case is particularly relevant in public
blockchains like Ethereum, where ZKPs can be used to create confidential transactions.
These transactions ensure that the sum of inputs and outputs remains balanced while
keeping the transaction amounts hidden from public view. This use case enhances
privacy for individuals using cryptocurrencies while still ensuring the integrity of the
blockchain.

Identity and Authentication
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ZKPs have transformative implications for identity and authentication systems. They
allow individuals to prove attributes or credentials without disclosing the underlying
data.

Hypersign is spearheading the development of a Cross-Chain privacy preserving KYC
using Zero-knowledge proof (ZKPs) and Interblockchain Communication (IBC) for
Cosmos. This solution empowers individuals to control their digital identities while
securely sharing selective attributes for specific purposes. Leveraging ZKPs, Hypersign
enables users to prove their eligibility for certain services or transactions without
revealing sensitive information. The implementation seamlessly integrates ZKPs with
self-sovereign identity protocol, resulting in an innovative approach to
privacy-preserving KYC and data interaction.




Primary Use case

Offline Verification of AADHAAR in a privacy preserving manner

Offline verification refers to verifying an Aadhaar data without the need to access any
APIs, UIDAI's or some other centralized database service provider.

Objective

a. Protect citizens personal data - No centralized storage of citizen data.
b. Ensure traceback for law enforcement incase of incidents.
c. Maintain legal and regulatory compliance.

Potential Verticals

1. Mass transit
Access Security Layer for public transport systems such as trains, metro, ferries and buses, will provide
a greater level of security and control in these public spaces.

2. Real Estate [Hotels, Business Parks, CoWork, Coliving] :
Accessing any of these premises is not controlled at this point with no security, especially in hotels that
keep asking for ID [during check-in] and store it without any security.

3. Dating and Matrimonials :
Verifying users personal details such as age, location and other details without exposing them to other
users nor the application consequently reducing fraud and ID theft and impersonation.

4. Classifieds & Online Presence
Growing scams on OLX, Quikr and Sulekha have become rampant in recent days, ensuring a verified
profile linked to Aadhaar would help in reducing fake profiles and scams.

Implementing Data Bill of Materials (DBoM) and Privacy Automation for largest private
sector bank in India

The objective of this use case is to enhance a Bank's management of sensitive data
inventories through the implementation of Data Bills of Material (DBoM) and Privacy
Automation. By doing so, the bank aims to improve data governance, ensure compliance
with privacy regulations, reduce security risks, and streamline the Data Protection Impact
Assessment (DPIA) process.

1. Identifying business processes and applications that handle personal data.

2. Automating the Privacy Impact Assessment (PIA) process.

3. Creating and managing Data Bills of Material (DBoM) for sensitive data.

4. Addressing challenges related to data volume, variety, and regulatory compliance.
5. Ensuring integration with existing legacy systems and managing budget constraints.
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Solution & Implementation

1. Privacy Impact Assessment Automation

Current State
Manual PIA process managed via spreadsheets and email, requiring frequent
communication for DPIAs.

Solution

Implemented TurtleShield PA, automating DPIAs and streamlining communication with
business owners. The platform used custom risk scoring logic to generate risk reports,
enhancing the experience for both business owners and privacy officers.

2. Establishing Data Bills of Material (DBoM)

Current State
Data assets spread across structured, unstructured, and semi-structured formats.

Solution

TurtleShield used ML and Al to discover, inventory, map, minimize, and securely delete
personal data. This created comprehensive DBoMs, treating personal data as a critical
asset and recording its ownership, sharing history, storage, and collection purposes.

3. Massive Volume and Complexity of Data

Challenge
Managing a large and complex data footprint.

Solution
Turtle Shield’s oil drilling-like approach prioritized critical data and provided meaningful
insights, saving up to 75% of discovery time.

4.Variety of Data Formats

Challenge
Handling structured, unstructured, and semi-structured data.

Solution
Implemented an agentless and agent-based approach to collect data intelligence quickly,
aided by machine learning techniques.

5. Rapid Identification and Classification

Challenge
Quickly identifying sensitive data types within large data volumes.

Solution
Rapid scanning capabilities of TurtleShield ensured quick and accurate identification, with
custom sensitive data types tailored to the bank’s needs.

Privacy Regulatory Compliance
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Challenge
Meeting Indian privacy regulations.

Solution
TurtleShield focused on compliance requirements, providing reporting to satisfy regulatory
directives.



Technological Challenges (Legacy Systems)

Challenge
Integration with legacy systems and centralized identity management.

Solution
The Ardent team worked closely with the bank to meet all requirements, ensuring seamless
integration with existing systems.

Expertise and Budget Constraints

Challenge
Limited resources and budget.

Solution
Efficient discovery approach of Ardent Privacy reduced costs while achieving compliance and
enhancing data security.

Implementation

Identified key business processes and applications handling personal data.

Engaged business owners to define data responsibilities.

Deployed TurtleShield PA to automate DPIAs.

Configured the platform to streamline communication and generate risk reports.
Conducted data discovery across structured and unstructured formats.

Developed comprehensive DBoMs detailing data ownership, storage, and sharing.
Implemented prioritized data discovery and rapid scanning for sensitive data.

Ensured regulatory compliance with Indian privacy laws.

Integrated solutions with legacy systems, addressing technical and budgetary
constraints.

OO0OO0ODO0O0ODO0OO0OoOao

Runtime Security and Privacy Platform

Aurva is the only runtime security and privacy platform designed to provide advanced
protection for data at rest and in motion. The platform addresses critical needs in data
security, including data breach prevention, regulatory compliance, data governance,
and privacy management. By leveraging Al-powered context-aware data classification
and state-of-the-art technologies like eBPF-based network monitoring, Aurva provides
data lineage and third-party data access monitoring (egress). This ensures that
organizations can secure their data environments effectively by identifying potential
breaches and compromised actors in real time.

Aurva helps you understand the "what,” "who,” and "where" of your dataq, i.e, what data is
stored, who is using the data, and where the data is being sent. Aurva's comprehensive
platform solves two key problems:

0 Enhancing data security posture and adhering to RBI/IRDA Infosec compliances by providing
Database Activity Monitoring, Egress Monitoring, Data Segregation, etc.

o Automating DPDPA compliance within days by automating ROPA, DPIA, and providing Consent
Management and DSAR.
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Data Discovery and Classification
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Al-powered context-aware models providing 95%+ accuracy on Indian datasets.

Data Security Posture Management (DSPM)

Provides insights into security posture, including misconfigurations and compliance
violations regarding data storage, usage, and transfers.

Database Activity Monitoring (DAM)
Uses eBPF-based monitoring to track database activities and identify potential threats.

Data Breach and Malware Detection

Integrates with threat intelligence feeds to identify malicious destinations and uses
Al-based models to analyze data outflows and identify anomalies.

Privacy Management

Aurva's DSAR is a centralized tool to manage user data with an exposed API for data
deletion requests.

The consent management SDK allows for centralized consent management from within
your systems.

Aurva Control Plane Customer Plane
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Processing Beyond Purpose and Consent

Global Commerce Innovations (GCI) operates as a multinational e-commerce
company, and has customers in the India , EU, US, etc. GCI collects and processes
customer data for order fulfilment, personalized marketing, and analytics to enhance
their shopping experience. But with Global privacy regulations GCI cannot store
customer data beyond the necessary period until explicit consent is taken. Because of
this GCI struggles to derive insights to form long-term customer trends as it does not
have explicit consent for historical data usage hindering its strategic decision-making
and innovation. Due to short retention period, GCI is unable to understand the
long-term customer behaviour, affecting its personalized marketing efforts and
customer relationship. GCI works with various third party vendors and service providers
across geographies but due to lack of visibility into their data retention practices GCI
cannot share data with them damaging GCI's reputation, vendor trust and customer
trust.

GCl, ones inadvertently retained customer data longer than necessary and it was
warned. Due to which it suffered a huge loss in terms of customer trust and damage to
its brand reputation.

Hence GCI appointed a DPO and Data governance team to help them in navigating
these challenges and foster a privacy-conscious environment, both internally and
externally to ensure regulatory compliance & enhanced customer trust.

How can Event Horizon help

Event Horizon introduces robust anonymization techniques that revolutionize data
management, ensuring seamless compliance with privacy principles and regulations.
By transforming sensitive, personal data into non-personal and other anonymous
formats, it enables organizations like Global Commerce Innovations (cCl) to derive
valuable insights for analytics and innovation while safeguarding individual identities.

O It utilizes Privacy 3.0 techniques like Differential Privacy, K Anonymity, and t
Closeness for efficient deidentification while maintaining data utility.

o It facilitates seamless cross-border or third-party data transfer without
compliance overhead, fostering a collaborative environment.

o It uses the latest anonymization techniques with mathematical proofs, showcasing
transparency in the anonymization processes.

o It Supports custom configurations based on business context, data utility, and
privacy preservation requirements.

o It can Integrate across varied needs of business operations, enabling effective
anonymization aligned with time, storage and consent limitations.




Benefits for GCI

O Enhanced ability to ensure strict adherence to global privacy regulations,
addressing challenges related to data retention periods and explicit consent.

O Increased customer trust by providing a transparent and responsible approach to
data handling and privacy.

O Enables GCI to unlock the full potential of data analytics and innovation by allowing
historical data usage within the bounds of privacy regulations.

Mathematical proof of k-Anonymization - Mathematical proof of t-Anonymization

K-Anonymity (Mathematical Guarantees) t-Closeness (Mathematical Guarantees)

Use case: Unlocking data beyond purpose while ensuring privacy

Synthsure Solutions, a leading general insurance provider. They operate in multiple
geographies like EU, US, MEA etc. Synthsure wanted to test and optimize their customer
facing insurance purchasing and pricing application. Business requires data for testing
these applications. Due to reliance on real patient data Synthsure is facing huge
challenges in taking the Initiative forward and it has also raised concerns over privacy,
regulatory compliance, and scalability. Obtaining consent from each individual for
data usage is impractical, while using actual patient data risks privacy breaches and
regulatory non-compliance. Synthsure Solutions seeks a solution to streamline
processes while preserving privacy and complying with regulations.

How can DataTwin help

DataTwin, PrivaSapien’s cutting-edge on demand Synthetic data generation solution,
that Empowers organizations like Synthsure to harness the full potential of their data
without compromising customers privacy or any sensitive information.

By seamlessly generating artificial data, it ensures sensitive information remains
protected during testing and non-production activities. DataTwin explicitly identifies
and handles data responsibly, ensuring compliance with data protection regulations. It
learns data structures and contexts, enabling accurate synthetic data generation
while adhering to input data schema. With infinite scalability, organizations can
augment analytical and training purposes, unlocking the full potential of their data
securely and ethically.
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Use Case: Aadhaar Data Vault solution using Tokenisation and HSM
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JISA’s CryptoBind SecureVault (Aadhaar Data Vault) is a comprehensive software
package designed to implement an Aadhaar Data Vault in compliance with UIDAI
security regulations. This solution assists AUAs, KUAs, Sub-AUAs, and other agencies
under the Aadhaar Act to securely store Aadhaar numbers and e-KYC data using
encryption and tokenization.

Key features include:

O Exposing SOAP/REST APIs for secure storage of Aadhaar data in the Aadhaar Data Vault using
UIDAI-governed tokenization.

O Supporting database encryption with HSM integration for data protection.

O Enabling the upload and secure storage of documents.

O Facilitating client application communication with JISA’s ADV services through an APl gateway.

CryptoBind HSM (Network Security Module) is a high-performance, hardware-based
security solution for cloud data centers, enterprises, government organizations, and
e-commerce applications. It offers FIPS 140-2 level 3 certified centralized key
management and operations, encrypting and decrypting Aadhaar data with unique
keys stored in the HSM.

The ADV Admin Portal, hosted on the client location, works with the HSM and tokenization
engine services to manage user access, application onboarding, key management,
token management, policy management, and ADV instance configuration.

The JISA Remote Administration Client (JClient) on a local Windows computer allows
users to manage HSM functions like backup-restore, CSR management, and cloning
configuration.



Compliance with Aadhaar Regulations
Ensures client products comply with UIDAI guidelines.

Secure Storage in Vault
Safely stores Aadhaar data in a single instance Aadhaar vault.

Swift Integration

O RESTful APIs enable quick integration with existing products.
O FIPS Compliant Protection: Keys are protected by a FIPS-compliant device, restricting direct
access.

Audit Trails
Securely stored audit trails provide non-repudiation and full auditing of user access and
operations.

Unauthorized Access Alerts

O Alerts for unauthorized access attempits.
O This solution ensures the highest level of protection and regulatory compliance for Aadhaar
data.

CryptoBind® HSM

I I Key Manager

Client Applicati
ient Applicanon Aadhaar Card REST API [ SOAP

2 = Toy

Reference Key
(Token)

Token Service

Encrypted Aadhaar Data and
Reference Key(Token)

8

Data Vault

63




Use case : Creating a centralised Data Privacy Vault

i _
.J
<~ iIm ¥
. t
N

64

The most flexible solution on the market, CryptoBind’s Data Privacy Vault is built using a
zero trust architecture that protects your sensitive data and gives you the power to
implement strict access controls. These built in features make it significantly easier to
achieve the Data Privacy Guidelines.

Control Who Sees What, When, Where, and How with CryptoBind's Unique Data
Governance Engine.

Build your own fine-grained data access control system, from columns to rows, based
on any combination of policy, role or attribute - our powerful but intuitive policy
expression language makes it easy. And our logging, auditability, and data provenance
features ease compliance and inform future policy.

Privacy by Design

Data Privacy Vault takes a zero-trust approach to data privacy—never trust, always
verify. Every data access request gets verified from your Data Privacy Vault so security
and privacy don't have to be a difficult afterthought.

Eliminate Breach Impact

Keep your data encrypted at rest, in transit, and in memory. CryptoBind’s unique
approach to data security utilizes multiple encryption and tokenization techniques to
ensure optimal security without sacrificing data usability.

Polymorphic Encryption

Remove all the personal information from your infrastructure and replace it with
format-preserving tokens. With personal information securely protected in your
CryptoBind's Vault, the rest of your infrastructure becomes less risky and more flexible,
SO you can move quickly and not break data privacy.

Advanced Data Governance

Control who can see what data, when, where, and how based on any combination of
consent, policies, or roles. Build and enforce your own fine-grained data access control
using CryptoBind's powerful but intuitive policy expression language.

Isolate. Protect. Govern.

Execute custom code

De-identify sensitive data

Transform and process data

Secure sharing

Source Systems Destinations




WAY FORWARD AND
RECOMMENDATIONS

With an ever-expanding data landscape, the discipline of privacy engineering which merges
privacy into technology design from ground up is bound to evolve dramatically, with new
technologies emerging to address the growing concerns around data privacy and protection.
As we look to the future, several promising technologies stand out for their potential to
enhance privacy engineering practices.

In this segment, we will discuss about future prospects of privacy engineering.

m The Role of Regulations in Shaping the Future of
Privacy Engineering

The future implications of data privacy regulations on the field of Privacy Engineering are
profound and multifaceted, poised to drive significant transformations in how privacy is
integrated within digital technologies and organizational processes. As global awareness and
concern over data privacy continue to rise, regulations will undoubtedly become more
stringent, comprehensive, and possibly harmonized across jurisdictions, profoundly
influencing the evolution of Privacy Engineering.

In the coming years, one can anticipate an increasing emphasis on advanced Privacy
Enhancing Technologies (PETs) driven by regulatory demands for higher standards of data
protection. Regulations are likely to specify more rigorous technical requirements for data de
identification, secure data processing, pushing Privacy Engineers to innovate and implement
cutting-edge solutions that ensure data privacy by default and by design. This innovation may
include adapting next generation technologies like block chain, Al, ML etc., offering new ways
to utilize data while preserving individual privacy.

Furthermore, as regulations evolve, there will likely be a greater focus on transparency and
accountability in data processing activities. This will necessitate the development of more
sophisticated tools and systems for documenting and demonstrating compliance with
privacy regulations. Privacy Engineering will expand to include not just the technical
mechanisms for protecting privacy but also the methodologies for tracking and reporting
compliance in real-time, using blockchain and other immutable ledger technologies.

The future will also see a stronger emphasis on user-centric privacy, with regulations
mandating more robust mechanisms for consent management and user control over
personal data. This will require Privacy Engineers to design interfaces and systems that make
it easier for users to understand how their data is used and to exercise their privacy rights. The
result will be a more empowered end-user, with technologies that not only protect privacy but
also provide users with intuitive control over their data.

In addition to these technological and procedural changes, the future of Privacy Engineering
will be characterized by a more pronounced interdisciplinary approach. Regulations will
necessitate closer collaboration between engineers, legal experts, policymakers, and ethicists
to ensure that privacy solutions are not only technically effective but also ethically sound and
legally compliant. This interdisciplinary approach will enrich the field of Privacy Engineering,
embedding a deeper understanding of privacy as a multifaceted issue that intersects with
societal values, human rights, and technological innovation.

65




Finally, the globalization of data flows and the digital economy will require Privacy Engineering
to adopt a more international perspective. As businesses operate across borders, Privacy
Engineers will need to navigate a patchwork of global privacy regulations, driving the demand
for harmonized privacy standards and practices that can be applied across jurisdictions. This
may lead to increased international cooperation among regulatory bodies, potentially leading
to the development of global privacy engineering standards.

Overall, the future of Privacy Engineering, shaped by evolving data privacy regulations, will be
more dynamic, innovative, and interdisciplinary, reflecting the complex challenges and
opportunities of protecting privacy in an increasingly digital world.

Future Directions in Privacy Engineering

With groundbreaking technologies on the horizon promising to revolutionize how we protect
privacy in the digital realm. From decentralized identity systems and privacy-preserving
computation techniques to the strategic use of ALML and blockchain, these advancements
offer new pathways to safeguard personal data against emerging threats. As we embrace
these technologies, a multidisciplinary approach, combining technical innovation with ethical
and legal considerations, will be crucial to navigating the complex landscape of digital
privacy. The journey ahead in privacy engineering is not without challenges, but the potential
rewards for individual privacy and security are immense.

Decentralized Identity Systems

One of the most promising areas of innovation in privacy engineering is the development of
decentralized identity systems. These systems aim to shift control of personal data from
centralized entities to the individuals themselves. By leveraging blockchain technology and
secure, distributed ledgers, users can manage their identities without relying on third-party
intermediaries. This not only enhances privacy but also significantly reduces the risk of data
breaches. Decentralized identity systems represent a fundamental shift towards a more
secure and privacy-centric online ecosystem.

02. Privacy-Preserving Computation Techniques

The rise of privacy-preserving computation techniques such as homomorphic encryption,
secure multi-party computation (SMPC), and zero-knowledge proofs (ZKP) marks a significant
milestone in privacy engineering. Homomorphic encryption allows data to be processed in its
encrypted form, enabling valuable insights to be extracted without compromising the
underlying data's privacy. Similarly, SMPC facilitates collaborative data analysis among
multiple parties without revealing each party's input to others. Zero-knowledge proofs offer a
way to verify the truth of a statement without disclosing any information beyond the validity of
the statement itself. Together, these technologies provide powerful tools for protecting data
privacy in an increasingly data-driven world.

03. Artificial Intelligence in Privacy Engineering

Artificial intelligence (Al) is set to play a crucial role in the future of privacy engineering. Al can
automate the identification and classification of sensitive information, enforce privacy policies,
and even predict and mitigate potential privacy risks. Machine learning algorithms can
analyze vast datasets to detect anomalies indicative of privacy breaches or non-compliance




with data protection regulations. However, the integration of Al into privacy engineering also
raises important ethical considerations, particularly regarding bias, transparency, and
accountability in automated decision-making processes.

04. CE;E Data Bill of Materials (DBoM)

The Data Bill of Materials (DBoM) is a comprehensive inventory of personal data within
software systems, documenting ownership, sharing history, storage, and collection purposes.
This inventory treats personal data as a critical asset, akin to software and hardware
components, ensuring data integrity, confidentiality, and transparency throughout its lifecycle.
By enhancing data security and privacy, the DBoM simplifies compliance with international
privacy laws and boosts user confidence.

While software and hardware have bills of materials, personal data lacks such standardized
documentation. Adopting the DBoM as an industry standard will improve responsible data use,
transparency, and security. As data breaches become more pressing, the DBoM will likely
become a standard practice, like the SBoM, enhancing data management and protection
across organizations.

Elements of DBOM:

ELEMENTS OF A PERSONAL DATA BILL OF MATERIALS

Field Description

Name The name of the file, database or depository.

The permitted purposes for which the organization may

Purpose legally use the data.

Name of data owner The name of the individual reponsible for the data set.

The name of the individual who handles administration of

Name of data custodian the data.

Personal data elements used The categories of personal information used in the data set.

The categories of non-personal (anonymized) data used in

Non-personal data elements used
the data set.

The name of the individual in charge of maintaining the

R DBOM (usually an organization's privacy officer).

The names of other first parties within the organization that

Names of business units
have access to the data set.

Names of third Parties The names of third parties that are using the data.
Names of application The names of applications using the data set.
Names of locations The names of locations where the data set is stored.
Timestamp Dates and times of data collection and access.

Security measures in place to protect the personal

Mechanisms for protection A . . . )
P data privacy (administrative, technical and physical).
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A DBoM should answer the following questions

Data Collection Data Location Data Use
O Who are you collecting data [0 Do your data use, collecting, [0 What personal data, sensitive
from? and processing comply with data, and nonpersonal data are
applicable laws? you using?

O What categories of personal
and nonpersonal data are O Where is your data stored? [0 When was the data collected?
you collecting?

O Who are you sharing data [0 How do you use the collected

O How do you collect data? with? data?

O Who is responsible for the data
set?

O Who is responsible for
administering the data?

O What other first and third parties
have access to the data?

O What applications use the data?

[0 What mechanisms are used to
protect the data?

Reference: https://iapp.org/news/a/where-is-my-personal-data-bill-of-materials

Blockchain for Data Privacy

Blockchain technology, beyond its initial association with cryptocurrencies, offers compelling
applications in enhancing data privacy. By creating tamper-proof, decentralized databases,
blockchain can secure personal data against unauthorized access and manipulation. Smart
contracts can automate the enforcement of privacy policies, ensuring compliance with
minimal human intervention. The immutable nature of blockchain records also provides a
transparent audit trail for data transactions, bolstering trust and accountability in digital
systems.

06 P\ Personal Data Stores (PDS) and Personal
. Information Management Systems

Represent a shift in data processing, emphasizing individual control over personal data
storage and management. Unlike traditional models where organizations collect and store
data in large datasets for processing, PDS enables individuals to dictate where and how their
data is stored, accessed, and processed. This approach aligns with enhancing privacy, data
protection, and empowering users with greater control over their personal information, thereby
facilitating data portability rights and promoting informational self-determination.

However, the deployment and adoption of PDS face notable challenges. One primary concern
is that these systems may inadvertently shift the responsibility of securing data to the
individuals (data subjects), who typically possess fewer resources and expertise in data
protection compared to data controllers/processors. Additionally, the existing regulatory
frameworks, primarily designed with traditional data processing models in mind, complicate
the assignment of regulatory responsibilities among stakeholders. This has been a subject of
analysis, particularly within the context of the General Data Protection Regulation (GDPR).




Despite the potential benefits of PDS in allowing granular data management and control, their
development and widespread adoption have been slow, with many initiatives still in the pilot
stage. Efforts by private-sector entities like Inrupt to raise funding have not yet resulted in a
scalable platform. The reluctance of major data platforms to shift away from the current data
governance models presents a significant barrier to adoption.

The landscape could evolve with the increasing interest in digital identity management
systems, such as "digital identity wallets,” as proposed in the European Union's elDAS
Regulation. These digital wallets aim to empower users with selective disclosure capabilities,
supporting data minimization by allowing users to control the sharing of their data attributes
with different service providers based on the context and required security level of
transactions. This development represents a step towards reconciling user control with the
need for privacy and data protection in the digital age.

Future Technologies in PETs

ol Machine Unlearning:

"Machine Unlearning” represents a pivotal advancement in the intersection of machine
learning (ML), privacy engineering, and data protection, focusing on algorithms' capacity to
deliberately forget or eliminate previously acquired information. This concept gains increasing
relevance against the backdrop of stringent data privacy regulations, such as the right to
erasure (right to be forgotten) stipulated by Data Protection Regulations. As organizations
navigate the complex landscape of privacy concerns and regulatory mandates, machine
unlearning emerges as a critical tool for managing and safeguarding personal data within ML
models. With ML models becoming central to business strategies and decision-making,
ensuring these models comply with privacy regulations and respect individual privacy rights is
becoming increasingly crucial. The potential of machine unlearning to reconcile the power of
ML with the imperatives of privacy protection is garnering attention, poised to drive its
development and adoption forward. Anticipated to become a foundational aspect of
privacy-preserving technologies, machine unlearning will necessitate collaborative,
interdisciplinary efforts spanning machine learning, cryptography, legal studies, and ethics.
The goal is to create sophisticated, efficient, and reliable unlearning mechanisms, embedding
them into the lifecycle of ML models to uphold compliance, adaptability, and a deep respect
for privacy rights in the digital age.

The Role of Machine Unlearning in Privacy

E] compliance with Privacy Regulations:
Machine unlearning can help organizations comply with privacy laws that mandate the deletion of
personal data upon request. By ensuring that an ML model can effectively "unlearn” data, organizations
can adhere to regulations without needing to rebuild the model from scratch.

2] Reducing Data Retention Risks
By enabling the removal of data from models, machine unlearning reduces the risks associated with data
retention. This minimizes the potential for privacy breaches and misuse of personal data.

[8 Enhancing User Trust:
Providing a clear mechanism for data to be not only deleted but also forgotten by ML systems can
enhance user trust. This shows a commitment to respecting user privacy and data rights.

[l bynamic Data Management:
In a rapidly changing data environment, machine unlearning allows for more dynamic data
management practices. It enables models to adapt to changes in data privacy preferences and
regulations over time.




Challenges and Considerations

[ Technical Complexity
Implementing machine unlearning is technically challenging, as traditional ML models are not designed
to selectively forget data. A significant hurdle is developing efficient algorithms that can unlearn without
compromising the model's performance or requiring complete retraining.

[ Verification and Validation
Ensuring that the data is truly unlearned and that the process does not adversely affect the model's
accuracy or introduce biases is crucial. Verification mechanisms must be in place to confirm that
unlearning has been successful.

[ Regulatory Standards
As machine unlearning becomes more widespread, regulatory standards may need to evolve to address
how it should be implemented and verified, ensuring it meets privacy protection goals.

02. Decentralized Identity Systems

Building on the principles of Self-Sovereign Identity (SSI), decentralized identity systems offer a
user-centric approach to identity management. These systems allow individuals to control
their identity and personal data without relying on a central authority, potentially
revolutionizing privacy and security in digital interactions.

03. L? Confidential Computing & Trusted Execution Environments

With Trusted Execution Environments (TEEs), a CPU is partitioned from the main computer's
processes and memory. Data within the TEE cannot be accessed from the main processor, and
communication between the TEE and the rest of the CPU is encrypted. Operations on encrypted
data can only occur within the TEE.

Intel, AMD, and other chip manufacturers now offer TEE chips. AWS Nitro Enclaves utilizes this
technology to create isolated compute environments suitable for processing highly sensitive
data like Personally Identifiable Information (PII) while maintaining security and privacy. IBM Z
also incorporates TEE technology.

When multiple parties need to collaboratively compute a shared result without disclosing their
private data, they employ secure multiparty computation (SMC) techniques such as garbled
circuits. Traditionally, SMC heavily relies on cryptography, which, due to the extensive number
of cryptographic operations involved, often makes these techniques too cumbersome for
real-time, online computations. Trusted Execution Environments (TEEs) offer a solution by
providing hardware-based isolation for code and data during execution, thereby presenting a
viable approach to enhancing the feasibility of SMC.

Confidential Computing relies on hardware-based isolation provided by specialized
components such as Intel SGX (Software Guard Extensions) or AMD SEV (Secure Encrypted
Virtualization). Data is encrypted before entering the TEE, ensuring its confidentiality
throughout the computation process. The encrypted data is decrypted within the secure
enclave of the TEE, preventing unauthorized access. TEEs create secure enclaves within the CPU
where sensitive computations can be performed in isolation from the rest of the system,
shielding them from external attacks. They support remote attestation mechanisms, allowing
parties to verify the integrity of the execution environment and ensure that it has not been
compromised.
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04. Beyond K-Anonimity

It's essential to grasp that while K-Anonymity offers protection, it can still be vulnerable to
specific attacks.

o Temporal Inference Attack

This occurs when attackers can glean sensitive data because the dataset's records follow a
specific sequence. A simple remedy is to randomize the order of records, thwarting such
attempts.

o Unsorted Matching Attack

Issues arise when multiple versions of a dataset, each with its own anonymization strategy, are
released over time. To prevent the linkage of different dataset versions, it's necessary to treat all
attributes that could serve as a bridge between versions as Quasi-Identifiers.

o Complementary Release Attack
The integrity of K-Anonymity may be compromised with the addition or removal of records. To

safeguard against data leakage in these scenarios, all dataset attributes should be considered
Quasi-ldentifiers.

To address this, the concept of L-Diversity has emerged, and beyond that, a newer topic
known as t-Closeness is gaining prominence.

a) L-Diversity

I-Diversity is an extension of the k-Anonymity model, aimed at enhancing privacy protection in
data publishing. While k-Anonymity ensures that each record is indistinguishable from at least
K-1 other records with respect to certain "Quasi-ldentifiers,” |-Diversity goes further by
addressing the homogeneity and background knowledge attacks that can occur even in
K-Anonymous datasets. |-Diversity requires that for each group of records sharing a set of
quasi-identifiers, there are at least "I well-represented, distinct sensitive values.

To implement I-Diversity, a dataset is first anonymized to meet the k-Anonymity requirement.
Then, the data is further processed to ensure that each equivalence class (a group of records
with the same quasi-identifier values) contains at least | distinct values for the sensitive
attribute. This approach helps to prevent attackers from deducing sensitive information about
an individual even if they can identify the person’s record group.

The primary benefit of I-Diversity is its ability to protect against certain types of inference
attacks that K-Anonymity is vulnerable to. By ensuring diversity in the sensitive attributes
withineach group, it becomes significantly harder for attackers to infer an individual's sensitive
information based on their quasi-identifier attributes.

b) t-Closeness

t-Closeness is a refinement of |-Diversity that aims to provide even stronger privacy
guarantees. t-Closeness requires that the distribution of a sensitive attribute in any
equivalence class is no more than a threshold "t" away from the distribution of the attribute in
the entire dataset. This model addresses the limitation of [-Diversity by ensuring that the
sensitive attribute's distribution within each group is similar to its overall distribution, further
reducing the risk of privacy breaches.
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Implementing t-Closeness involves analyzing the distribution of the sensitive attribute across
the entire dataset and within each equivalence class formed under the K-Anonymity model.
Adjustments are then made to the dataset to ensure that the distance between these
distributions—measured using a suitable statistical distance metric—does not exceed the
defined threshold t.

t-Closeness helps to protect against attacks that exploit the difference in distribution of
sensitive attributes between the overall dataset and specific equivalence classes. By
maintaining a similar distribution of sensitive attributes within each group as in the whole
dataset, t-Closeness minimizes the risk of attackers leveraging statistical methods to infer

individual's private information.

05. / Privacy Preserving Data Mining (PPDM)

PPDM involves techniques and algorithms that enable the extraction of useful information and
patterns from large datasets while preserving the anonymity of the data subjects and ensuring
that sensitive information is not disclosed. This can include methods like data anonymization,
encryption, secure multi-party computation, and differential privacy, among others, which are
employed to allow data mining in a manner that respects and protects individual privacy.
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e ] CONCLUSION

m Final Thoughts on the Evolution of Privacy Engineering

As we stand on the brink of a new era in privacy, it's clear that the discipline of Privacy
Engineering is set for dramatic evolution, fueled by an ever-expanding data landscape and
the burgeoning concerns around data privacy and protection. The integration of privacy into
technology design from the ground up has never been more critical, heralding the arrival of
novel technologies poised to redefine privacy engineering practices for the better.

The pivotal role of regulations in shaping the future of privacy engineering cannot be
overstated. As we venture forward, the regulatory landscape concerning data privacy is
expected to become more stringent, comprehensive, and possibly harmonized across
jurisdictions. Such a shift is anticipated to drive significant transformations in how privacy is
woven into digital technologies and organizational processes. The demand for higher
standards of data protection will likely catalyze advancements in Privacy Enhancing
Technologies (PETs), compelling privacy engineers to venture into uncharted territories of
innovation. This includes the exploration of next-generation technologies like blockchain, Al,
and ML, which offer new avenues to utilize data while upholding the sanctity of individual
privacy.

Moreover, the evolving regulations underscore an impending emphasis on transparency and
accountability in data processing activities. This necessitates the creation of sophisticated
tools and systems capable of documenting and demonstrating compliance with privacy
regulations in real-time. Consequently, privacy engineering is set to broaden its horizons
beyond the technical mechanisms for protecting privacy to include methodologies for
tracking and reporting compliance, leveraging technologies such as blockchain.

The future also promises a stronger focus on user-centric privacy, with regulations mandating
robust mechanisms for consent management and user control over personal data. This shift
will challenge privacy engineers to design interfaces and systems that demystify data usage
for users and facilitate the exercise of their privacy rights. Such advancements aim to
empower end-users with technologies that not only protect privacy but also grant them
intuitive control over their data.

Additionally, the field of privacy engineering is on the cusp of embracing a more pronounced
interdisciplinary approach. The intricate dance between evolving regulations and
technological innovations necessitates a synergy between engineers, legal experts,
policymakers, and ethicists. This interdisciplinary collaboration is crucial for ensuring that
privacy solutions are not only technically sound but also ethically grounded and legally
compliant.

In the context of globalization, privacy engineering must adopt an international perspective to
navigate the patchwork of global privacy regulations effectively. As businesses transcend
borders, privacy engineers will face the challenge of developing harmonized privacy
standards and practices applicable across jurisdictions. This endeavor may spark increased
international cooperation among regulatory bodies, potentially leading to the establishment
of global privacy engineering standards.
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In conclusion, the trajectory of privacy engineering is marked by dynamic, innovative, and
interdisciplinary pathways, reflective of the complex challenges and opportunities that lie in
protecting privacy in our increasingly digital world. The future of privacy engineering is not
without its hurdles, but the potential rewards for individual privacy and security are immense,
promising a more secure and privacy-conscious digital landscape for all.
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APPENDIX

Glossary of Terms

01)

02)

03)

04)

05)

06)

07)

08)

09)

10)

1)

12)

13)

14)
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Anonymization: The process of removing or altering personal information from data sets so that
individuals cannot be identified, ensuring privacy and compliance with data protection regulations.

Blockchain: A decentralized, distributed ledger technology that records transactions across
multiple computers in a way that ensures security, transparency, and immutability.

Consent Management: The process of obtaining, managing, and documenting individuals’ consent
for collecting, processing, and sharing their personal data, in compliance with relevant privacy laws.

Cosmos: It is a blockchain ecosystem with a mission to establish the ‘Internet of Blockchains' by
enabling secure communication and interoperability amongst various blockchains.

Data Anonymization Techniques: Methods used to anonymize data, ensuring individuals' privacy.
Examples include tokenization, K-Anonymization etc.

Data Minimization: The principle of collecting, processing, and storing only the minimum amount of
personal data necessary for specific purposes, promoting privacy and data protection.

Differential Privacy: Differential privacy works by including carefully calculated “noise” to a dataset.
is a technique that can be used on its own or applied to other privacy-enhancing technologies to
protect data from being re-identified.

Digital Personal Data Protection Act (DPDPA) 2023: A legislative act in India aimed at protecting the
privacy and security of individuals' digital personal data, establishing clear rules for data
processing and safeguarding individuals’ rights.

Encryption: A method of converting information or data into a code, especially to prevent
unauthorized access, ensuring the confidentiality and integrity of data.

Federated Learning: A machine learning technique that trains algorithms across multiple
decentralized devices or servers without exchanging data samples, enhancing privacy and
security.

FIDO Alliance: The FIDO Alliance is an open industry association launched in February 2013 whose
stated mission is to develop and promote authentication standards that "help reduce the world's
over-reliance on passwords".

Fully Homomorphic Encryption (FHE): A form of encryption that allows computations to be
performed on encrypted data, producing an encrypted result that, when decrypted, matches the
result of operations performed on the plaintext.

Homomorphic Encryption: A cryptographic method that enables direct computation on encrypted
data without requiring access to the secret key, facilitating secure data processing and analysis.

Identity Management: The administrative process that deals with identifying individuals in a
system (such as a country, a network, or an organization) and controlling their access to resources
within that system by associating user rights and restrictions with the established identity.



19)

20)

21)

22)

23)

24)

25)

26)

27)

76

Machine Unlearning: The capability of a machine learning model to forget or remove specific data
or knowledge, enhancing privacy and compliance with data protection regulations like the GDPR's
right to erasure.

Privacy by Design (PbD): A concept where privacy and data protection are considered from the
initial design stages and throughout the complete development process of new products, services,
or systems.

Privacy Engineering: The practice of incorporating privacy features and considerations into the
design and development of technology products and systems, ensuring that personal data is
protected and privacy regulations are complied with.

Privacy Impact Assessment (PIA): A process which helps organizations identify and reduce the
privacy risks of a project or system. It involves systematically assessing the potential impacts on
privacy of a project, initiative, proposed system or scheme.

Pseudonymization: The processing of personal data in such a manner that the personal data can
no longer be attributed to a specific data subject without the use of additional information,
provided that such additional information is kept separately.

Quasi Identifier: A variable that can be used to identify an individual through association with
another variable.

RoPA Data: An organization's record of processing activities (RoPA) refers to a requirement laid out
in Article 30 of the General Data Protection Regulation (GDPR), which states, in part, that a controller
must “maintain a record of processing activities under its responsibility,”

Secure Multi-Party Computation (SMPC): A cryptographic method that allows parties to jointly
compute a function over their inputs while keeping those inputs private.

Self-Sovereign Identity (SSI): A digital identity model that places individuals at the center of
managing their own identity without relying on any centralized authority.

Tokenization: The process of substituting a sensitive data element with a non-sensitive equivalent,
referred to as a token, that has no extrinsic or exploitable meaning or value.

Trusted Execution Environment (TEE): A secure area of a main processor. It guarantees code and
data loaded inside to be protected with respect to confidentiality and integrity.

Threshold Secret Sharing (TSS): Also known as Multi-party Computation Threshold Signing (MPCts):
This cryptographic tool requires a predetermined number of keys to unlock encrypted data.

Zero-Knowledge Proofs (ZKP): A cryptographic method that allows one party to prove to another
that a statement is true without conveying any information other than the fact that the statement is
true.
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ASS: Additive Secret Sharing

CCPA: California Consumer Privacy Act

CDP: Customer Data Platform

CPIA: Consent and Privacy Impact Assessment

CPU: Central Processing Unit

CRM: Customer Relationship Management

DAG: Data Access Governance

DAM: Database Activity Monitoring

DBoM: Data Bill of Materials

DID: Decentralized Identifier

DPDPA: Digital Personal Data Protection Act

DPIA: Data Protection Impact Assessment

DSPM: Data Security Posture Management

DSR: Data Subject Request

E2EE: End-to-End Encryption

EU: European Union

FHE: Fully Homomorphic Encryption

FIPP: Fair Information Practice Principles

GDPR: General Data Protection Regulation

IT: Information Technology

mDL: Mobile Driving License

ML: Machine Learning

MPC: Multi-Party Computation

NIST: National Institute of Standards and Technology
OECD: Organization for Economic Co-operation and Development
PbD: Privacy by Design

PCI DSS: Payment Card Industry Data Security Standard
PETs: Privacy-Enhancing Technologies

PIA: Privacy Impact Assessment

PII: Personally Identifiable Information

PPRL: Privacy-Preserving Record Linkage

Ql: Quasi Identifier

SSI: Self-Sovereign Identity

SMPC: Secure Multi-Party Computation

TEE: Trusted Execution Environment

VDR: Verifiable Data Registry

ZKP: Zero-Knowledge Proofs

zk-SNARKs: Zero-Knowledge Succinct Non-Interactive Arguments of Knowledge
zk-STARKSs: Zero-Knowledge Scalable Transparent Arguments of Knowledge
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DPDP Act 2023 — DSCI Summary

The DPDP Act 2023 will apply to the processing of digital personal data which is either collected in
digitized form or collected in non-digital form and digitized subsequently. Foreign entities which
process personal data to offer goods and services to Data Principals within the territory of India will
also be subject to the DPDP Act 2023. However, the law does not apply to processing of personal data
by an individual for any personal/domestic purposes, and to processing of publicly available personal
data.

Data Fiduciaries are obliged to process personal data only for lawful purposes, either with the consent
of the data principal or for certain legitimate uses. Data Fiduciaries must, either while or before seeking
consent, provide data principals with a notice indicating the exact personal data being processed,
along with the purpose for it. Consent Managers may be used by Data Principals for giving or reviewing
consent and every Consent Manager is required to be registered with the Data Protection Board. There
are some additional obligations imposed on Significant Data Fiduciaries such as the appointment of a
Data Protection Officer based in India, and the responsibility to undertake measures such as Data
Protection Impact Assessments.

Data Principals have the right to access, seek correction and erasure of their personal data. Data
Principals can also nominate another individual to exercise their rights on their behalf in the event of
their death or incapacity. Data Principals are also entitled to a grievance redressal mechanism to
address grievances against Data Fiduciaries and Consent Managers. Duties of Data Principals include
ensuring compliance with applicable laws while exercising rights, refraining from impersonating other
individuals, and not suppressing material information from the State or its instrumentalities.
Additionally, the Data Principals are obliged to not misuse redressal mechanisms by lodging false or
frivolous complaints and to furnish only verifiably authentic information when seeking to correct or
erase their personal data.

On data transfers, it is stated that the Central Government, by notification, may restrict the transfer of
personal data to certain jurisdictions. If there are higher degrees of protection warranted under other
laws, then such other laws will prevail over the DPDP Act 2023.

The processing of personal data for certain purposes has been exempted from being subject to
certain provisions of the Act. These exemptions include processing of personal data for enforcing a
legal right, for the purposes of prevention, detection, investigation or prosecution of any offence,
processing necessary for approved merger of companies, etc. There is specific mention of the power
of the Central Government to exempt startups from being obligated to comply with some of the
provisions of the law.

The operational and functional contours of the Data Protection Board have been outlined, including
provisions around salaries, disqualifications, and resignations of members of the Data Protection
Board. The powers and functions of the Board include receiving complaints regarding personal data
breaches, inquiring into breaches of obligations under the law, and imposition of penalties for the
same.

This Chapter includes provisions on protecting the Central Government, the Board, its Chairperson and
any Member, officer or employee against legal proceedings for actions taken in good faith, permitting
the Central Government to call for information from any Data Fiduciary, creating a mechanism for
blocking access to computer resources in case of repeated instances of non-compliance, and
enabling the Central Government to notify rules on a number of issues.
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